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Abstract 
In this work, we the summary of the text has been clearly stated. Reading a big document takes 

time, at the same time, if we summarize the same document, it is easy to understand and saves 

time. Here we show a text summary in Telugu. First, documents must go through a preprocessing 

process, including tokenization, stop word removal, radicalization, and N-gram analysis. After 

that, it uses Histo-Fuzzy C-means clustering to achieve the clustering, and a weight-based 

sentence ranking t`echnique. Finally, the sentences are combined into clear and concise 
summaries using the median support-based Grasshopper Optimization Algorithm (MSGOA). The 

performance of this strategy is evaluated using an online research dataset. Compared to previous 

text synthesis methods, the proposed method outperforms them. Compared to the existing 

accuracy, the proposed method surpasses and achieves an accuracy of 84%.   

 

 
Introduction 

Text summarization is the process 

of reducing a text file to those parts that 

convey the main meaning of the text. It is 

difficult for users to find the main points 

in a large document.Text summarization 

methods can be divided into two types, 
namely  

  1) extractive summarization  

  2) abstract summarization Here we 

only use extractive summarization. The 

purpose of the summary is to cover sets of 
sentences and summarize key points. TS is 

a modern solution to classification problems 

in machine learning. This extractive to 

approach tries to understand the 

importance of individual sentences in a 

document and selects the most important 
ones. Why since machines do not create 

sentences and form sentences, why is it not 

involved, the grammar is different from each 

language. Determining rank is an ML 

problem best handled by supervised 
learning. The government and the public 

have turned to Twitter and Sinan Weibo for 
information on many issues. However, with 

the rapid expansion of social media 

platforms, consumers are finding it 

increasingly difficult to immediately find the 

information they need. Extractive 

summarization involves finding important 
phrases in documents and summarizing 

them in a short form. Telugu is also one of 

the most popular regional languages on the 

internet. The problem now is that the data 

has a regional language, but the data is very 
large, and sometimes there may not be much 

time to read and understand. Not only is the 

data sometimes irrelevant to us, but we will 

know it after reading it. precious time. To 

avoid this, it is useful to provide a summary 

of the textual data in the regional language. 
The Internet now allows users to access large 

amounts of data. As popularity increases, it 

becomes more and more difficult to extract 

the most important information from such a 

large amount of data. In the case of textual 
documents, collecting and understanding 
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raw information from many sources is a 

complicated and time-consuming process 

for people who are short on time. 

Information retrieval algorithms have 
automated these tasks for decades. 

However, as the amount of data increases, 

several performance issues arise, including 

insufficient solutions and unmanageable 

applications for information retrieval tasks. 

Using high-tech machinery can help mitigate 
the damage caused by these issues. 

However, the price may be higher. Reducing 

the dimensionality of raw data may be a 

more appropriate choice to address these 

challenges and speed up these tasks. 
Enumerations are one of the most important 

applications in the computing world. 

 

Text summarization is the process 

of producing a simplified version of a single 

document or set of documents. 
Automatically summarizing text 

documents is a difficult process because 

the generated summaries must contain as 

much of the original document as possible.   

The text summary saves us time and effort 
by giving us a quick summary of all 

content. Initially, these text summaries 

were handwritten, but as data volumes 

increased and automation became more 

common, automatic summarization 

methods became increasingly important. 
Depending on their value in the extraction 

enumeration, certain sentences are 

immediately selected and included in the 

enumeration. Abstract summaries, on the 

other hand, adapt or paraphrase terms so 
that they have the same meaning as the 

original text. Extraction summarization 

has been performed on many Telugu 

documents. 

 

 TS is a modern solution to 
classification problems in machine 

learning. This extractive ts approach tries 

to understand the importance of individual 

sentences in a document and selects the 

most important ones. Why because 
machines do not create sentences and do 

not form sentences. Why it does not imply 

that syntax varies for each language. 

Extractive ts has steps like ranking 

sentences based on score and sentence 

selection. According to the ranking, the top 

n will select the most sentences to 

summarize. This process is inevitably 

associated with classification challenges in 

the area of ML.Rank determination is an 
ML problem best handled by supervised 

learning. The government and the  public 

have turned to Twitter and Sina Weibo for 

information on many issues. However, with 

the rapid expansion of social media 

platforms, consumers are finding it 
increasingly difficult to immediately find 

the information they need. For online 

search users, the large amount of data is 

likely to cause problems. 

  
Query-based summarization is 

another well-known automatic text 

summarization method. This method uses 

the input query to calculate a summary of 

the text content. The approach focuses on 

the user query parameters and thus on the 
user queries provided by the user to the 

system. Text summarization is used to 

shorten input documents while preserving 

their overall meaning and informational 

value. Thus, text summarization is the act 
of reducing data so that users can 

assimilate it more quickly.  

 

The main contribution of this paper 

is a preprocessing step using tokenization, 

stop word removal, voting, and N-gram 
methods. Ratings include Histo Fuzzy C-

means clustering and sentence ranking. 

Phrase selection using MSGOA sorting. 

Finally, these sentences are compiled into 

a short and informative summary. The rest 
of the article is as follows: Section 3 

explains text summarization techniques in 

Telugu well. Section 2 includes an overview 

of similar studies, while Section 3 presents 

the proposed method for text synthesis in 

Telugu. Publish the results in Section 4 and 
complete the work in Section 

 

Literature Review 

[1] Reddy Naidu et al present a method for 

automatically extracting text summary 
keywords  from of a Telugu email newsletter 

data set. The technique of compressing 

textual material into a summary that 

retains important ideas is called 

summarization. The extractive summary 

uses the information they get and extracts 
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the sentences that best reflect the hidden 

information.Most extractive synthesis 

techniques are based on the concept of 

keyword detection, and the extraction is 
usually performed by extracting related 

words that appear more frequently than 

other words, emphasizing the most more 

important. Manually extracting and 

annotating keywords is a time-consuming 

and error-prone process.  
 [2] Yan Du et al. A new automatic news text 

summary model with fuzzy logic, multi-

features and  genetic algorithm is proposed. 

Word features are the most requested 

features. 
 

The keywords are selected from the 

extracted words with a higher score than 

the predefined words. They applied a fuzzy 

logic framework to calculate the final 

score. Since news text is a single type of 
text with several different place and time 

aspects, it is sometimes possible to detect 

these different news items as keywords. 

Each feature is weighted using a genetic 

algorithm. Linear combinations reveal the 
meaning of each text. 

[3] Angel Hernandez-Castaneda et al 

propose a technique to improve keyword 

recognition that uses semantic 

information from ATS. The Automatic Text 

Synthesis (ATS) task is to synthesize a 
document to create an abbreviated 

version. Summarizing forces you to 

choose not only  the main ideas of the 

sentences but also  their key 

relationships. Related Works uses a 
ranking system to choose which units of 

text (mostly sentences) should be included 

in the summary. However, as important 

information may have been omitted, the 

resulting summary may not cover all  the 

topics discussed in the source text.By 
grouping sentences to locate major 

themes in the original manuscript, the 

technique increases coverage and 

accuracy. 

  [4] Rana Alqaisi et al present an 
automatic, general and extractive method 

to summarize Arabic documents. Due to 

the increasing use of the Internet and 

social media, a large amount of textual 

material is now available online. This 

online textual data leads to abundance 

and redundancy. Reducing information 

redundancy and saving time is crucial 

when reading text data online. Therefore, 

there is a constant need for an automatic 
text summarization system capable of 

extracting relevant and salient 

information from a set of texts on the same 

or related topics.In the proposed system, 

a multi-objective optimization method 

based on clustering and evolution is 
applied. Clustering-based methods 

identify the  most important topics in the 

text, while scalable multi-objective 

optimization methods prioritize three 

objectives: coverage, 
diversity/redundancy, and relevance.  

[5] Fu Chengyou et al. The use of Refined 

BERT presents the merging of topic 

information and semantic relevance for text 

summarization with Refined BERT (TIF-SR). 

A high-quality summary system should 
focus on the document and the similarity 

between the summary and the source 

document. They extract the keywords from 

the topic and integrate them into the source 

documents as part of the input, because the 
topic information is very important in the 

executive summary  [27-32].Second,  the 

semantic similarity between the generated 

summary and the original material is 

calculated to improve the quality of the 

summary. 
 

Proposed Methodology 

Reading many long documents is a long and 

difficult process. The summary of the same 

document gives an overview of the content. For 
imported documents, summaries can be 

generated. This work presents a text 

summarization in Telugu using a new hybrid 

approach combining fuzzy organizational 

enthalpy C-means clustering and median-support 

based Grasshopper Optimization Algorithm 
(MSGOA). Initially, input documents are fed into 

the preprocessing stage for  text summarization. 

After merging all the papers, process the output 

document. Tokenization, stop word removal, 

voting, and N-grams are some of the features 
available. Sentences are sorted by assigning 

weights and sorted by their weights in the Histo 

Fuzzy C-means clustering and sentence ranking. 

Phrases with high rankings are extracted from 

input documents, resulting in document-quality 

summaries. The MSGOA ranking is used to select 
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the phrases that appear in the summary. Select 

the phrase with the highest rank.  Preprocessing  

 

Text summary development requires 
preprocessing of the input document (D) first to 

detect plain text reports. Tokenization, stop word 

removal, voting, and N-grams are all examples of 

basic preprocessing. 

 

Stop word removal 
Most frequently used words such as 'the', 

'a', 'and' and 'this' are removed from the textual 

data at this stage, these words have no semantic 

information. They are inefficient when it comes to 

classifying documents. Therefore, they will have to 
leave. On the other hand, creating stop-word lists 

is difficult and not consistent across text sources. 

This approach also reduces the amount of textual 

data and increases the efficiency of the system. 

These words appear in every text document, 

although they are not required for text mining 
applications.  

 

Stemming of Telugu language 

 

Agreement in Telugu   Agreement in Telugu 
is somewhat difficult. By removing suffixes and 

prefixes from words, it transforms them into the 

basic form of English. The phrases: 

c                                                                        

 

can all be reduced to a single symbol Not only do 
these phrases have so many variations in Telugu.   

 

 

 

N-Gram stemmers 
 

Adamson and Boreham proposed this 

technique. The shared graph approach is what is 

known as. Several letters are shown in the figure. 

Single shared graphs are used to calculate 

measures of association between pairs of terms in 
this method. To illustrate: studying and learning 

are two words that come to mind.   

le earnni in ng learning learner le earn ne er 

erererer 

In this example, learn contains six 
separate graphs, while learner has five; the two 

words share three different patterns: le, ea, and 

rafter determining the number of different graphs, 

the Dice coefficient is used to calculate the 

similarity measure based on the different graphs. 

[26], which is the definition of the dice coefficient.  

S=2C/ (A+B)   

 

 

 
Figure 1: MSGOA Sentence selection based block 

diagram 

 

Preprocessing 
The method of pre-processing is taking the input 

as raw data and giving output as text data 

   We require some techniques to do 

the summarization that are Tokenization, 

stop word removal ,stemmingand N-gram 
these are require for text summarization. 

 

Tokenization 

Tokenization is the symbols and some other 

meaningful items and these tokenization  are Used 

to break down the sentence orA paragraph text 
into words to select a relevant sentence it requires 

the weight of the paragraph text. 

 

Stop word removal 

This method also the decrease the amount of text 

data and boost the system efficiency, here the 
main important some common words are deleted 

from the text data 

 EX:   A, THE, AND, THAT, THIS, THEY 

 

Stemming of Telugu language 
It removes the prefix and suffix words and 

translate them intobasic English language 

 

N-Gram Stemmers 

Adamson and Borcham this both are come 

up with one technique the above diagram 
method is called pair of letters the above 

diagram is used to calculate pair of terms 

in this method. 
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In general example eating and eaten are 

both words comes to mind by using one 

formula we can find that is 

S=2C/(A+B) 
 

Based on Fuzzy C-means clustering 

Here we are giving the rank to words and 

same rank will be replaced to words. When 

words are repeated, rank also repeated. 

 
H=∑ H𝑛

𝑖=1 d 

 

Sentence Ranking 
It will give ranking to the sentence and the 

sentence will be repeated same ranking will 

be given. The weight of the sentence will be 

calculated by using (1) and (2). 

 

 

Cwht = 10*(5*((n-1)/N)) 

                    (1) 

Swht = ∑ 𝑀𝑚 = 0 𝐶 𝑤ℎ𝑡)/𝑀 

              (2) 
 

Median Support Value Based Grasshopper 
Optimization Algorithm 

 

        It select the high ranking sentence and 

removing the unimportant sentence  or 

words, after removing unimportant sentence 
it will make it as group 

                                         S=(p+Q)/P*Q 

 

Distance is calculated as dij = |XJ –Xi| 

 

Algorithm 
Step 1: Taking input from the input document 

Step 2: creating a pre-processing 

Step 3:un-wanted words will be removed by 

using stop-word-Removal 

Step 4: Here same ranking will be given to 
same words by using stemming 

Step 5: After step-4Here unwanted words will 

be removed by using sentence ranking and 

grouped the remaining word 

Step-6 By using MSGOA algorithm high rank 

words are selected 
 

 

 

 

Results  

The proposed methodology approach deals 

with Telugu text summarization based on 

machine learning .here we are used to 
algorithms Fuzzy-c,Median support value 

based Grasshopper Optimization Algorithm 

by using these two we calculated the 

performance of the proposed approach is 

evaluated . 

Here all algorithms are implemented in java 
language and executed on a core i5 

processor,2.1MHZ,4GB RAM 

 

Performances measures  

The statistical metrics of accuracy, F-measure re-
call and Precision can be implemented. 

Accuracy 

Accuracy by using this we can find the correctness 

of our work and it mentioned the number of 

correction predictions/the total number of 

predictions .Number of correct predictions 
(TN+TP). Total no. of Predictions (TN+TP+FN+FP) 

                       Accuracy=        

(TN+TP)/(TN+TP+FN+FP) 

 

Where, TN is true negative, TP is the true positive, 
FP is the false positive, and FN is the false 

negative. 

 

Recall 

Precision is a metric for how relevant the extracted 

phrases are, whereas recall is a metric for how 
many truly relevant results are produced when 

utilizing equations. 

 

Re call = Extracted Summary Provided Summary 

/ Provided Summary 
 

Precision 

Precision is the proportion of the predicted 

positive instances that were correct text size, as 

calculated using equation. 

Precision= Extracted Summary Provide 
Summary/Extracted Summary 

 

F-measure 

It is a measure of a test’s accuracy. Maintain a 

balanced state among the Recall and Precision is 
given in equation, 

Fmeasure = 2Precision * Recall/ Precision + Recall 
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Identifying verbs 

 

S.NO sentences verbs 

1. నేనుఊరులోనుుండివెళ్ళి వేరేరాష్ట్రుంలో 

నివాసిస్తునాను 

నివాసిస్తునాను 

2. నేనుబాగుణను బాగుణను 

3. నాకుసహాయుంచేసినుందుకుధనయ వధములు ధనివధములు 

4. సాధారణుంగారైతులుతమసవ ుంత 

భూమిలోనేసాగుచేసాురు 

సాగుచేసాురు' 

5. మేముపరిగెడుతునము పరిగెడుతునాము 

6. మీరుఎనిి మాటా్లడతారు మాటా్లడతారు 

7. మీరుతెలుగులోబాగావ్రవాయగలరు 

అనుకుుంట్ల 

వ్రవాయగలరు 

8. కళాకారుడుతనపెయుంటుంగుురిుంచివివారిస్తునాడు వివారిస్తునాడు 

9. ఆకుకక మనిషికాలనుకొరరికుంద కొరరికుంది 

10. కవితపాటపాడుతుుంటేవినడానికచాలాబాగుుంది పాడుతుుంటే 

11. మాసి్న హితురాలుకొతుగాబటరలువాయ పారుంవ్రపారుంబుంచారు వ్రపారుంబుంచారు 

12. పుండగరోజుదేవునియొదదవాగాదనముతీస్తకుుంట్లరు వాగాదనము 

13. నగుుండెవేగుంగాకొట్టరకుుంట్టుంది కొట్టరకుుంట్టుంది 

14. రాజితకపెయుంటుంగే్చ యడుంచాలాఇ్రుం పెయుంటుంగ్ 

15. ఉపాధాయ యులుపిలలానివ్రపతివి్యములోవ్రోతస హిుంచాలి వ్రోతస హిుంచాలి 

16. ఆఅమాా యఆకలితోవుుంట్టుందిరోజు ఆకలితో 

17. మాకాలేజీలోపికి కక ఎప్పు డుతీస్తకువెళ్లాోమాసరరిి ర ణయసాు

రు 

నిర ణయసాురు 

18. జైలులోకైధిలుపారిోయారు పారిోయారు 

19. పిలవాాడుతలినాిచుంపేశాడు చుంపేశాడు 

20. నధైరయ ుంమాతలితాుంవ్రడులు తలితాుంవ్రడులు 

21. మాతముడుచాలాపిరికవాడు పిరికవాడు 

22. మాచెలిపారీక్షలలోఫసార క ాసవ చిే ుంది పరీక్షలలో 

23. నేనుష్టైనా్లబాగానివ్రదోయాను నివ్రదోయాను 

24. మామాసరరునాకురామయననిబోధిుంచారు బోధిుంచారు 

25. మాతముడుక్రపడిఆటలోమొదటసాానుంసుంపాదిుంచారు సుంపాదిుంచారు 
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Conclusion 
Deleting words and votes using fuzzy C-

means combined with grouping method 

based on histo-enthalpy. After ranking the 

selection text optimization, the technique 

used is based on the Grasshopper 

Supported Median  Optimization Algorithm 
(MSGOA) to obtain summaries successfully. 

The results are  finally obtained with the 

proposed method to accurately predict the 

text summary. The results show that the 

Grasshopper optimization algorithm (GOA) 
based on the median support value 

produces better results as the number of 

iterations increases. Based on previous 

research, the results of this survey were 

better than others. The final accuracy rate 

for this study was 84%. 
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