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ABSTRACT 

The emergence of the World Wide Web and the swift embrace of social media platforms, such as 

Facebook and Twitter, facilitated an unprecedented level of information distribution in human 

history. In addition to many applications, news organizations have gained from the extensive 

utilization of social media platforms by delivering timely news updates to its customers. The news 

media transitioned from traditional formats like newspapers, tabloids, and magazines to digital 

ones, including online news platforms, blogs, social media feeds, and various other digital media 

formats. Consumers found it increasingly convenient to access the newest news at their fingertips. 

Seventy percent of traffic to news websites originates from Facebook recommendations. The 

present iteration of these social media platforms is highly influential and beneficial, facilitating 

user discussions, idea sharing, and debates on topics such as democracy, education, and health. 

Nonetheless, these channels are also exploited by certain groups for financial profit, as well as for 

fostering prejudiced viewpoints, influencing perceptions, and disseminating satire or absurdity. 

This tendency is widely referred to as misinformation. The proliferation of misinformation has 

escalated significantly over the past decade, most evident during the 2016 US elections. The 

widespread dissemination of factually inaccurate material online has resulted in several issues, 

extending beyond politics to encompass different fields such as sports, health, and science. The 

financial markets are one sector impacted by misinformation, where a single rumor can lead to 

catastrophic outcomes and can disrupt market operations. Consequently, an automated method for 

the precise classification of authentic and fraudulent news is essential. Although some research 

have been completed, greater investigation and focus are necessary. The suggested initiative seeks 

to eradicate the dissemination of rumors and misinformation by facilitating the automated 

classification of news sources as credible or not. Initially, N-gram Feature Selection is employed 

to select the most pertinent features from the dataset. Subsequently, long short-term memory 

(LSTM) is employed to execute the categorization task.  

 

Keywords: social media, misinformation, LSTM, N-gram feature selection.  

1. INTRODUCTION 

1.1 Research Motivation 

The proliferation of fake news poses significant challenges to society, impacting various aspects 

of public discourse and decision-making. The motivation behind the proposed research lies in 

addressing the pressing need for effective tools to combat the spread of misinformation and 

disinformation. 
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One of the primary motivations is to safeguard the integrity of information and promote informed 

decision-making among the public. In an era where misinformation can spread rapidly and 

influence public opinion, there is a critical need for reliable mechanisms to differentiate between 

genuine news sources and fabricated content. 

Moreover, the potential consequences of fake news extend beyond individual perceptions to 

broader societal implications. Fake news can undermine trust in institutions, sow division within 

communities, and even pose risks to public safety and security. By developing robust fake news 

detection systems, researchers aim to mitigate these risks and foster a more informed and resilient 

society. 

Furthermore, the proliferation of fake news has highlighted the limitations of traditional media 

literacy and fact-checking mechanisms in combating misinformation. In an increasingly digital 

and interconnected world, automated solutions leveraging advanced technologies offer a 

promising avenue for effectively identifying and combating fake news at scale. 

1.2 Problem Statement 

The proliferation of fake news poses a significant challenge to society, undermining the integrity 

of information and eroding trust in media sources. The primary problem addressed by the proposed 

research is the need for an automated solution to accurately classify news articles as genuine or 

fake. 

Traditional approaches to fake news detection have relied on manual fact-checking and media 

literacy efforts, which are often time-consuming and resource-intensive. Moreover, the rapid 

spread of misinformation on digital platforms makes it challenging for humans alone to keep pace 

with the volume and velocity of fake news content. 

The proposed research seeks to overcome these challenges by leveraging advanced machine 

learning techniques, specifically focusing on an N-gram feature selection-based LSTM model. The 

objective is to develop a robust and scalable solution capable of automatically identifying fake 

news articles with high accuracy. 

By extracting optimal features from the dataset using N-gram feature selection and employing 

LSTM, a type of recurrent neural network well-suited for sequential data analysis, the research 

aims to enhance the effectiveness of fake news detection. The ultimate goal is to provide users 

with a reliable tool for discerning between genuine and fabricated news sources in real-time. 

2. LITERATURE SURVEY 

Saqib Hakak et. al [1] proposed a machine-learning based fake news detection model using a 

supervised approach. They used the ensemble approach for training and testing purposes consisting 

of decision tree, random forest, and extra tree classifiers. The aggregation of outputs was done 

using the bagging approach and compared to the state-of-the-art, our model achieved better results. 
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 Kaliyar et. al [2] propose a BERT-based (Bidirectional Encoder Representations from 

Transformers) deep learning approach (FakeBERT) by combining different parallel blocks of the 

single-layer deep Convolutional Neural Network (CNN) having different kernel sizes and filters 

with the BERT. Such a combination is useful to handle ambiguity, which is the greatest challenge 

to natural language understanding. Classification results demonstrate that our proposed model 

(FakeBERT) outperforms the existing models with an accuracy of 98.90%. Somya Ranjan Sahoo 

et. al [3] proposed a fake news detection approach for Facebook users using machine learning and 

deep learning classifiers in chrome environment. Our approach analyses both user profile and news 

content features. In this proposed work, they have developed a chrome extension that uses crawled 

data extracted by our crawler. Also, to boost up the performance of chrome extension, they have 

used deep learning algorithm called Long Short-Term Memory.  

Anshika Choudhary et. al [4] proposed a solution to fake news detection and classification. In the 

case of fake news, content is the prime entity that captures the human mind towards trust for 

specific news. Therefore, a linguistic model is proposed to find out the properties of content that 

will generate language-driven features. This linguistic model extracts syntactic, grammatical, 

sentimental, and readability features of particular news. Language driven model requires an 

approach to handle timeconsuming and handcrafted features problems in order to deal with the 

curse of dimensionality problem. Therefore, the neural-based sequential learning model is used to 

achieve superior results for fake news detection. The results are drawn to validate the importance 

of the linguistic model extracted features and finally combined linguistic feature-driven model is 

able to achieve the average accuracy of 86% for fake news detection and classification. The 

sequential neural model results are compared with machine learning based models and LSTM 

based word embedding based fake news detection model as well. Comparative results show that 

features based sequential model is able to achieve comparable evaluation performance in 

discernable less time.  

Aphiwongsophon et. al [5] proposes the use of machine learning techniques to detect Fake news. 

Three popular methods are used in the experiments: Naive Bayes, Neural Network and Support 

Vector Machine. The normalization method is important step for cleaning data before using the 

machine learning method to classify data. The result show that Naive Bayes to detect Fake news 

has accuracy 96.08%. Two other more advance methods which are Neural Network and Support 

Vector Machine achieve the accuracy of 99.90%.  

Georgios Gravanis et. al [6] proposed a model for fake news detection using content-based features 

and Machine Learning (ML) algorithms. To conclude in most accurate model, they evaluate 

several feature sets proposed for deception detection and word embeddings as well. Moreover, 

they test the most popular ML classifiers and investigate the possible improvement reached under 

ensemble ML methods such as AdaBoost and Bagging. An extensive set of earlier data sources 

has been used for experimentation and evaluation of both feature sets and ML classifiers. 

Moreover, they introduce a new text corpus, the “UNBiased” (UNB) dataset, which integrates 

various news sources and fulfills 142 several standards and rules to avoid biased results in 
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classification task. Our experimental results show that the use of an enhanced linguistic feature set 

with word embeddings along with ensemble algorithms and Support Vector Machines (SVMs) is 

capable to classify fake news with high accuracy.  

Umer et. al [7] proposed to employ the dimensionality reduction techniques to reduce the 

dimensionality of the feature vectors before passing them to the classifier. To develop the 

reasoning, this work acquired a dataset from the Fake News Challenges (FNC) website which has 

four types of stances: agree, disagree, discuss, and unrelated. The nonlinear features are fed to 

PCA and chi-square which provides more contextual features for fake news detection. The 

motivation of this research is to determine the relative stance of a news article towards its headline. 

The proposed model improves results by ~4% and ~20% in terms of Accuracy and F1−score. The 
experimental results show that PCA outperforms than Chi-square and state-of-the-art methods with 

97.8% accuracy. Vasu Agarwal et. al [8] discusses the approach of natural language processing 

and machine learning in order to solve this problem. Use of bag-of-words, n-grams, count 

vectorizer has been made, TFIDF, and trained the data on five classifiers to investigate which of 

them works well for this specific dataset of labelled news statements. The precision, recall and f1 

scores help us determine which model works best.  

Junaed Younus Khan et. al [9] presented an overall performance analysis of 19 different machine 

learning approaches on three different datasets. Eight out of the 19 models are traditional learning 

models, six models are traditional deep learning models, and five models are advanced pre-trained 

language models like BERT. They find that BERT-based models have achieved better 

performance than all other models on all datasets. More importantly, we find that pre-trained 

BERT-based models are robust to the size of the dataset and can perform significantly better on 

very small sample size. They also find that Naive Bayes with n-gram can attain similar results to 

neural network-based models on a dataset when the dataset size is sufficient. The performance of 

LSTM-based models greatly depends on the length of the dataset as well as the information given 

in a news article. With adequate information provided in a news article, LSTM-based models have 

a higher probability of overcoming overfitting. 

 Reis et. al [10] presented a new set of features and measure the prediction performance of current 

approaches and features for automatic detection of fake news. Our results reveal interesting 

findings on the usefulness and importance of features for detecting false news. Finally, they discuss 

how fake news detection approaches can be used in the practice, highlighting challenges and 

opportunities. 

 Agarwal et. al [11] proposed a deep learning model which predicts the nature of an article when 

given as an input. It solely uses text processing and is insensitive to history and credibility of the 

author or the source. In this paper, authors have discussed and experimented using word 

embedding (GloVe) for text pre-processing in order to construct a vector space of words and 

establish a lingual relationship. The proposed model which is the blend of convolutional neural 

network and recurrent neural networks architecture has achieved benchmark results in fake news 

prediction, with the utility of word embeddings complementing the model altogether. Further, to 
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ensure the quality of prediction, various model parameters have been tuned and recorded for the 

best results possible. Among other variations, addition of dropout layer reduces overfitting in the 

model, hence generating significantly higher accuracy values. It can be a better solution than 

already existing ones, viz: gated recurrent units, recurrent neural networks or feed-forward 

networks for the given problem, which generates better precision values of 97.21% while 

considering more input features.  

143 Jiang et. al [12] evaluated the performance of five machine learning models and three deep 

learning models on two fake and real news datasets of different size with hold out cross validation. 

They also used term frequency, term frequency-inverse document frequency and embedding 

techniques to obtain text representation for machine learning and deep learning models 

respectively. To evaluate models' performance, they used accuracy, precision, recall and F1-score 

as the evaluation metrics and a corrected version of McNemar's test to determine if models' 

performance is significantly different. Then, they proposed our novel stacking model which 

achieved testing accuracy of 99.94% and 96.05 % respectively on the ISOT dataset and KDnugget 

dataset. Furthermore, the performance of our proposed method is high as compared to baseline 

methods. Thus, they highly recommend it for fake news detection. 

3. PROPOSED SYSTEM 

3.1 Overview 

This project implements a Graphical User Interface (GUI) application for detecting fake news 

using machine learning techniques, specifically utilizing a combination of LSTM (Long Short-

Term Memory) neural networks and Random Forest classifiers. Here's an overview of the project: 

 

 

Fig. 1: Block diagram of proposed system. 

3.2 TF-IDF Feature extraction  

TF-IDF which stands for Term Frequency – Inverse Document Frequency. It is one of the most 

important techniques used for information retrieval to represent how important a specific word or 

phrase is to a given document. we have a string or Bag of Words (BOW) and we have to extract 

information from it, then we can use this approach. The tf-idf value increases in proportion to the 
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number of times a word appears in the document but is often offset by the frequency of the word 

in the corpus, which helps to adjust with respect to the fact that some words appear more frequently 

in general. TF-IDF use two statistical methods, first is Term Frequency and the other is Inverse 

Document Frequency. Term frequency refers to the total number of times a given term t appears 

in the document doc against (per) the total number of all words in the document and The inverse 

document frequency measure of how much information the word provides. It measures the weight 

of a given word in the entire document. IDF show how common or rare a given word is across all 

documents.  

TF-IDF can be computed as tf * idf 

TF-IDF do not convert directly raw data into useful features. Firstly, it converts raw strings or 

dataset into vectors and each word has its own vector. Then we’ll use a particular technique for 

retrieving the feature like Cosine Similarity which works on vectors, etc.  

Terminology 

 t — term (word)  

d — document (set of words)  

N — count of corpus  

corpus — the total document set  

Step 1: Term Frequency (TF): Suppose we have a set of English text documents and wish to rank 

which document is most relevant to the query, “Data Science is awesome!” A simple way to start 

out is by eliminating documents that do not contain all three words “Data” is”, “Science”, and 

“awesome”, but this still leaves many documents. To further distinguish them, we might count the 

number of times each term occurs in each document; the number of times a term occurs in a 

document is called its term frequency. The weight of a term that occurs in a document is simply 

proportional to the term frequency.  

Step 2: Document Frequency: This measures the importance of document in whole set of corpora, 

this is very similar to TF. The only difference is that TF is frequency counter for a term t in 

document d, whereas DF is the count of occurrences of term t in the document set N. In other 

words, DF is the number of documents in which the word is present. We consider one occurrence 

if the term consists in the document at least once, we do not need to know the number of times the 

term is present.  

Step 3: Inverse Document Frequency (IDF): While computing TF, all terms are considered equally 

important. However, it is known that certain terms, such as “is”, “of”, and “that”, may appear a lot 

of times but have little importance. Thus, we need to weigh down the frequent terms while scale 

up the rare ones, by computing IDF, an inverse document frequency factor is incorporated which 

diminishes the weight of terms that occur very frequently in the document set and increases the 

weight of terms that occur rarely. The IDF is the inverse of the document frequency which 
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measures the 145 informativeness of term t. When we calculate IDF, it will be very low for the 

most occurring words such as stop words (because stop words such as “is” is present in almost all 

of the documents, and N/df will give a very low value to that word). This finally gives what we 

want, a relative weightage. Now there are few other problems with the IDF, in case of a large 

corpus, say 100,000,000 , the IDF value explodes , to avoid the effect we take the log of idf . 

During the query time, when a word which is not in vocab occurs, the df will be 0. As we cannot 

divide by 0, we smoothen the value by adding 1 to the denominator. The TF-IDF now is at the 

right measure to evaluate how important a word is to a document in a collection or corpus. Here 

are many different variations of TF-IDF but for now let us concentrate on this basic version.  

Step 4: Implementing TF-IDF: To make TF-IDF from scratch in python, let’s imagine those two 

sentences from different document: 

 first_sentence: “Data Science is the sexiest job of the 21st century”.  

second_sentence: “machine learning is the key for data science”. 

3.3 Natural Language Toolkit 

 NLTK is a toolkit build for working with NLP in Python. It provides us various text processing 

libraries with a lot of test datasets. A variety of tasks can be performed using NLTK such as 

tokenization, lower case conversion, Stop Words removal, stemming, and lemmatization.  

Tokenization  

The breaking down of text into smaller units is called tokens. tokens are a small part of that text. 

If we have a sentence, the idea is to separate each word and build a vocabulary such that we can 

represent all words uniquely in a list. Numbers, words, etc. all fall under tokens. 

 Lower case conversion  

We want our model to not get confused by seeing the same word with different cases like one 

starting with capital and one without and interpret both differently. So we convert all words into 

the lower case to avoid redundancy in the token list.  

Stop Words removal  

When we use the features from a text to model, we will encounter a lot of noise. These are the stop 

words like the, he, her, etc… which don’t help us and just be removed before processing for cleaner 

processing inside the model. With NLTK we can see all the stop words available in the English 

language.  

Stemming  

In our text we may find many words like playing, played, playfully, etc… which have a root word, 
play all of these convey the same meaning. So we can just extract the root word and remove the 

rest. 146 Here the root word formed is called ‘stem’ and it is not necessarily that stem needs to 

exist and have a meaning. Just by committing the suffix and prefix, we generate the stems. 
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Lemmatization  

We want to extract the base form of the word here. The word extracted here is called Lemma and 

it is available in the dictionary. We have the WordNet corpus and the lemma generated will be 

available in this corpus. NLTK provides us with the WordNet Lemmatizer that makes use of the 

WordNet Database to lookup lemmas of words.  

3.4 LSTM Network 

Deep learning is a new research direction in the field of artificial intelligence. It is developed on 

the basis of shallow neural networks with the improvement of computer hardware levels and the 

explosive growth of the current data volume. Deep learning and shallow neural network structure 

are both layered. Each layer will process the data input to the model and combine low-level 

features into potential high-level features by learning data rules. Compared with shallow models, 

deep learning can express complex high dimensionality such as high-variable functions and find 

the true relationships within the original data better. In the 1980s, artificial neural network back 

propagation algorithm was born. This method can automatically learn data rules from a large 

amount of training data without manual intervention. At present, deep learning is the most 

concerned research direction in the field of artificial intelligence, which completely subverts the 

shallow model in traditional machine, proposes a deep learning network model, and elevates it to 

a new height from theory to application. CNN (convolutional neural network) and RNN are two 

types of classical deep learning network structures now.  

 

Fig. 4.2: LSTM model structure. 

Because there are connections between neurons in the RNN layer, the network can learn the change 

law of sequence data before and after, and the internal sequence rules of data is easy to be mined. 

Thus RNN is widely used in the field of sequence data processing such as speech recognition and 

machine translation. However, this structure also has some problems. When data is transmitted 
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backward, the problem of gradient disappearance or gradient explosion is unavoidable, which 

limits its processing of long-term dependencies. The LSTM network changes the way of gradient 

transmission during backpropagation by adding multiple special computing nodes in the hidden 

layer of RNN, which effectively slows the problem of gradient disappearance or gradient 

explosion. Its model structure is shown in figure 4.  

Where ht−1 represents the output of the previous cell, and xt represents the input of the current cell. 

σ represents the sigmoid function. The difference between LSTM and RNN is that it adds a 
‘‘processor’’ to the algorithm to determine the usefulness of the information. The structure of this 

processor is called a cell. Three gates are placed in a cell, which are called Input gate, Forget gate, 

and Output gate. A piece of information enters the LSTM network, and it can be judged whether 

it is useful according to the rules. Only the information that meets the algorithm authentication 

will be left, and the non-conforming information will be forgotten through the Forget gate. 

FORGET GATE 

The first step for data entering the LSTM is to decide what information should be lost and what 

retained. This decision is made by the Forget gate, which reads h and x and outputs a value between 

0 and 1, where 1 means ‘‘complete reserved’’, 0 means ‘‘completely discarded’’. Forget gate is 

calculated as: 

 

In the formula, ft is the calculation result of the Forget gate which is mainly used to control the 

retention of the information transmitted from the unit state at the previous moment to the unit state 

at the current moment. [ ] indicates that the two vectors are spliced, ht−1 is the output of the unit at 

the previous moment, and are the weight and bias of Forget gate, Wf and bf are Sigmoid activation 

functions. 

INPUT GATE  

Input gate determines the addition of new information, and its operation process includes sigmoid 

layer and tanh layer. The sigmoid layer determines the information that needs to be updated. The 

calculation formula is: 

 

In the formula, it is the calculation result of the input gate, and the input gate also has independent 

weight and bias. The role of the tanh layer is to generate a vector of candidate update information. 

Its calculation formula is: 

 �̃�𝑡is the unit state of the current input, the unit state of the current moment is Ct, and its calculation 

formula is: 
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OUTPUT GATE 

Output gate is roughly the same as the Input gate, and its operation flow includes sigmoid layer 

and tanh layer. The sigmoid layer determines the output part of the information, and the calculation 

formula is: 

 

Finally get the output of the current moment ht: 

 

The forward propagation of LSTM calculates the cell state Ct and ht the output of the current 

moment and completes the forward propagation calculation of the network. The backpropagation 

of LSTM is like the back-propagation principle of RNN. Finally, the weights and biases of all parts 

of the network are updated to complete the model training. 

4 RESULTS AND DESCRIPTION 

Figure 1: Figure exhibits the graphical user interface (GUI) built using the tkinter library, 

facilitating interaction with the fake news detection system. Users can utilize this intuitive interface 

to access various functionalities and perform tasks related to fake news detection, enhancing user 

experience and accessibility. Figure 2: Shows the process of uploading the fake news dataset into 

the system. Through this interface feature, users can seamlessly import relevant datasets into the 

application, providing the necessary data for subsequent analysis and model training. 

 

 

Figure 1: Displays the GUI interface of fake news detection. 
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Figure 2: Displays the Upload of Fake News Dataset. 

Figure 3 Illustrates the preprocessing steps applied to the dataset, including data cleaning, 

transformation, and splitting into training (6090 samples) and testing (1523 samples) subsets. This 

preparatory phase is essential for ensuring data quality and model performance, laying the 

foundation for accurate fake news detection. Figure 4 Visualization presents the confusion matrix 

generated by evaluating the LSTM (Long Short-Term Memory) model on the test dataset. The 

confusion matrix offers insights into the performance of the model by displaying the counts of true 

positive, true negative, false positive, and false negative predictions, enabling assessment of the 

model's accuracy and effectiveness. 

 

 

Figure 3: Presents the preprocessing and splitting of data to train 6090 and test 1523. 
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Figure 4: Presents the confusion matrix of LSTM model. 

Figure 5 showcases the model's predictions on the test data, illustrating how the LSTM model 

classifies each instance as either fake or genuine news. By displaying the model's outputs, users 

can evaluate its performance and gauge its ability to accurately identify fake news, ultimately 

assessing the system's effectiveness in fulfilling its intended purpose. 

 

 

Figure 5: Displays the model prediction on test data. 
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5 CONCLUSION 

We exploit the latent community structure in the global news network to improve the prediction 

of the viral cascades of news about events. The cascades which have early adopters in different 

communities have advantages in disseminating the contagion to these communities in parallel and 

therefore are more likely to result in the viral infections within a limited time period. Our model 

captures such property by inferring the community structure using the response times of nodes. 

Thus, we avoid using the explicit network topology which is often not known because the 

references to propagation sources are usually missing in the real data sets. Due to the size of the 

relevant data sets, we successfully parallelized the inference algorithm for distributed memory 

machines and tested this parallelization on the RPI AMOS achieving orders of magnitude speedup. 
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