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ABSTRACT 

Deep learning has gained a tremendous influence on how the world is adapting to Artificial 

Intelligence since past few years. Some of the popular object detection algorithms are 

Region-based Convolutional Neural Networks (RCNN), Faster-RCNN, Single Shot Detector 

(SSD) and You Only Look Once (YOLO). Amongst these, Faster-RCNN and SSD have 

better accuracy, while YOLO performs better when speed is given preference over accuracy. 

Deep learning combines SSD and MobileNets to perform efficient implementation of 

detection and tracking. This algorithm performs efficient object detection while not 

compromising on the performance. 

Object detection 

Frame differencing: Frames are captured from camera at regular intervals of time. Difference 

is estimated from the consecutive frames. 

Optical flow: This technique estimates and calculates the optical flow field with algorithm 

used for optical flow. A local mean algorithm is used then to enhance it. To filter noise a self-

adaptive algorithm takes place. It contains a wide adaptation to the number and size of the 

objects and helpful in avoiding time consuming and complicated preprocessing methods. 

Background subtraction: It is a rapid method of localizing objects in motion from a video 

captured by a stationary camera. This forms the primary step of a multi-stage vision system. 

This type of process separates out background from the foreground object in sequence in 

images. 

Object tracking 

It is done in video sequences like security cameras and CCTV surveillance feed; the objective 

is to track the path followed, speed of an object. The rate of real time detection can be 

increased by employing object tracking and running classification in few frames captured in a 

fixed interval of time. Object detection can run on a slow frame rate looking for objects to 

lock onto and once those objects are detected and locked, then object tracking, can run in 

faster frame speed. 

Keywords: Object detection, tracking, YOLO algorithm. 

1. INTRODUCTION 

Deep learning has gained a tremendous 

influence on how the world is adapting to 

Artificial Intelligence since past few years. 

Some of the popular object detection 

algorithms are Region-based 

Convolutional Neural Networks (RCNN), 

Faster-RCNN, Single Shot Detector (SSD) 

and You Only Look Once (YOLO). 

Amongst these, Faster-RCNN and SSD 
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have better accuracy, while YOLO 

performs better when speed is given 

preference over accuracy. Deep learning 

combines SSD and MobileNets to perform 

efficient implementation of detection and 

tracking. This algorithm performs efficient 

object detection while not compromising 

on the performance. 

Since AlexNet has stormed the research 

world in 2012 ImageNet on a large-scale 

visual recognition challenge, for detection 

in-depth learning, far exceeding the most 

traditional methods of artificial vision used 

in literature. In artificial vision, the neural 

convolution networks are distinguished in 

the classification of images. 

 
Fig. 1: Basic block diagram of detection 

and Tracking. 

Object detection involves detecting region 

of interest of object from given class of 

image [1]. Different methods are –Frame 

differencing, Optical flow, Background 

subtraction. This is a method of detecting 

and locating an object which is in motion 

with the help of a camera. [2] Detection 

and tracking algorithms are described by 

extracting the features of image and video 

for security applications. Features are 

extracted using CNN and deep learning 

[3]. Classifiers are used for image 

classification and counting [4]. YOLO 

based algorithm with GMM model by 

using the concepts of deep learning will 

give good accuracy for feature extraction 

and classification [5]. 

2. LITERATURE SURVEY 

Kini et al. [6] proposed Real time moving 

vehicle congestion detection and tracking 

using OpenCV. An object Tracking 

System is used to track the motion 

trajectory of an object in a video. First, 

they use the OpenCV’s function, select 

ROI, to select an object on a frame and 

track its motion using a built-in-tracker. 

Next, instead of using select ROI, the 

authors use YOLO to detect an object in 

each frame and track them by object 

centroid and size comparison. Then they 

combine YOLO detection with the 

OpenCV’s built-in tracker by detecting the 

object in the first frame using YOLO and 

tracking them using select ROI. Video 

tracking is widely used for multiple 

purposes such as human computer 

interaction, security and surveillance, 

traffic control, medical imaging, and so on. 

Anand, et al. [7] proposed Object detection 

and position tracking in real time. Initially, 

Object detection is a computer vision 

method that enables us to recognize 

objects in an image or video and locate 

them. The authors describe an efficient 

shape-based object identification method 

and its displacement in real-time using 

OpenCV library of programming roles 

mostly targeted at computer vision and 

Raspberry Pi with camera module. 

Abdulgafoor, et al. [8] proposed Real-time 

moving objects detection and tracking 



Vol 11 Issue 12, Dec 2022                             ISSN 2456 – 5083 Page 467 

 

using deep-stream technology and develop 

a real-time object detection and tracking 

algorithm embedded in an AI computing 

device known as Nvidia Jetson TX2. It 

improves the performance of the proposed 

algorithm. It brings its work closer to 

reality. Deep Stream Software 

Development Kit (DS-SDK) was used to 

achieve high performance and interact 

with multiple video sources at the same 

time as well. Many convolutional neural 

networks were used inside the proposed 

algorithm, such as those based on Fast 

Region-Convolution Neural Network (Fast 

R-CNN), Single Shot Detector (SSD), and 

You Only Look Once (YOLO) network. 

Its performance in treating different video 

clips with deep streams of piping 

compared. 

Amitha, et al. [9] proposed Improved 

Vehicle Detection and Tracking Using 

YOLO and CSRT." Communication and 

Intelligent Systems. Initially, CSRT is 

mainly used for face prediction and 

moving object detection. The proposed 

system uses CSRT for vehicle tracking, 

particularly for cars, buses, and trucks. To 

perform the vehicle detection task, we 

have used the YOLO v3 pre-trained 

model. The accuracy and effectiveness of 

our vehicle detection and tracking system 

are tested with 8 different commonly 

available trackers in various publicly 

available traffic videos. 

Pandey, et al. [10] proposed Detect and 

Track the Motion of Any Moving Object 

Using OpenCV. The authors found that a 

video picture is moving and that moving 

object is detected using OpenCV and the 

detected picture has been represented in 

frames with the help of contour by 

computer vision (CV) in a computer 

system. Detecting and recognizing an 

object is the initial stage of image systems 

in computer vision. Therefore, is a real-

time identification of tracking a large 

moving object system using open 

computer vision (CV). 

Phung, et al. [11] proposed Multi-model 

Deep Learning Drone Detection and 

Tracking in Complex Background 

Conditions. Initially, the authors design a 

real-time drone detection and tracking 

system with the combination of multiple 

deep learning and computer vision 

techniques: 

1) Yolo-v4 model for detecting 

drones  

2) visual models for tracking drones. 

Besides, they have collected and labeled a 

larger drone dataset by mixing the existing 

datasets with our collected images. They 

evaluated three deep learning models for 

drone detection on this dataset and 

acquired the Yolo-V4 model to be the 

highest detection performance with AP = 

34.63%. Combining this detection model 

and the existing visual tracking modules 

can boost the drone tracking up to more 

than 20fps for different backgrounds at 

around 700m by using a usual PC without 

GPU. 

Kunimoto, et al. [12] propose a method to 

accelerate the object detection and tracking 

using CouNT and motions vectors in 

compressed video. In the proposed system, 

first, one frame in a compressed video is 

decoded, and objects in the frame are 

detected using CouNT, a background 

subtraction algorithm, and their bounding 

boxes are generated. Then, the bounding 

boxes are tracked using motion vectors in 

the compressed video for several frames. 

This tracking is a lighter task than the 
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object detection. By repeating this 

sequence, it becomes possible to allow 

processing time of several frames for the 

object detection in one frame.  

34. PROPOSED SYSTEM 

 
Fig. 2: Block diagram of proposed system. 

3.1 YOLO Algorithm 

What is YOLO? 

YOLO is an abbreviation for the term 

‘You Only Look Once’. This is an 

algorithm that detects and recognizes 

various objects in a picture (in real-time). 

Object detection in YOLO is done as a 

regression problem and provides the class 

probabilities of the detected images. 

YOLO algorithm employs convolutional 

neural networks (CNN) to detect objects in 

real-time. As the name suggests, the 

algorithm requires only a single forward 

propagation through a neural network to 

detect objects. 

This means that prediction in the entire 

image is done in a single algorithm run. 

The CNN is used to predict various class 

probabilities and bounding boxes 

simultaneously. 

The YOLO algorithm consists of various 

variants. Some of the common ones 

include tiny YOLO and YOLOv3. 

Why the YOLO algorithm is important 

YOLO algorithm is important because of 

the following reasons: 

 Speed: This algorithm improves 

the speed of detection because it 

can predict objects in real-time. 

 High accuracy: YOLO is a 

predictive technique that provides 

accurate results with minimal 

background errors. 

 Learning capabilities: The 

algorithm has excellent learning 

capabilities that enable it to learn 

the representations of objects and 

apply them in object detection. 

How the YOLO algorithm works 

YOLO algorithm works using the 

following three techniques: 

 Residual blocks 

 Bounding box regression 

 Intersection Over Union (IOU) 

Residual blocks: First, the image is 

divided into various grids. Each grid has a 

dimension of S x S. The following image 

shows how an input image is divided into 

grids. 

 
Fig. 3: Residual blocks image source. 

In the image above, there are many grid 

cells of equal dimension. Every grid cell 

will detect objects that appear within them. 

For example, if an object center appears 

within a certain grid cell, then this cell will 

be responsible for detecting it. 

Bounding box regression: A bounding 

box is an outline that highlights an object 

in an image. 
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Every bounding box in the image consists 

of the following attributes: 

 Width (bw) 

 Height (bh) 

 Class (for example, person, car, 

traffic light, etc.)- This is 

represented by the letter c. 

 Bounding box center (bx,by) 

The following image shows an example of 

a bounding box. The bounding box has 

been represented by a yellow outline. 

 
YOLO uses a single bounding box 

regression to predict the height, width, 

center, and class of objects. In the image 

above, represents the probability of an 

object appearing in the bounding box. 

Intersection over union (IOU): 

Intersection over union (IOU) is a 

phenomenon in object detection that 

describes how boxes overlap. YOLO uses 

IOU to provide an output box that 

surrounds the objects perfectly. 

Each grid cell is responsible for predicting 

the bounding boxes and their confidence 

scores. The IOU is equal to 1 if the 

predicted bounding box is the same as the 

real box. This mechanism eliminates 

bounding boxes that are not equal to the 

real box. 

How YOLO Algorithm Works 

First, the image is divided into grid cells. 

Each grid cell forecasts B bounding boxes 

and provides their confidence scores. The 

cells predict the class probabilities to 

establish the class of each object. 

For example, we can notice at least three 

classes of objects: a car, a dog, and a 

bicycle. All the predictions are made 

simultaneously using a single 

convolutional neural network. 

Intersection over union ensures that the 

predicted bounding boxes are equal to the 

real boxes of the objects. This 

phenomenon eliminates unnecessary 

bounding boxes that do not meet the 

characteristics of the objects (like height 

and width). The final detection will consist 

of unique bounding boxes that fit the 

objects perfectly. 

For example, the car is surrounded by the 

pink bounding box while the bicycle is 

surrounded by the yellow bounding box. 

The dog has been highlighted using the 

blue bounding box. 

Applications of YOLO 

YOLO algorithm can be applied in the 

following fields: 

Autonomous driving: YOLO algorithm 

can be used in autonomous cars to detect 

objects around cars such as vehicles, 

people, and parking signals. Object 

detection in autonomous cars is done to 

avoid collision since no human driver is 

controlling the car. 

Wildlife: This algorithm is used to detect 

various types of animals in forests. This 

type of detection is used by wildlife 

rangers and journalists to identify animals 

in videos (both recorded and real-time) and 

images. Some of the animals that can be 

detected include giraffes, elephants, and 

bears. 

Security: YOLO can also be used in 

security systems to enforce security in an 
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area. Let’s assume that people have been 

restricted from passing through a certain 

area for security reasons. If someone 

passes through the restricted area, the 

YOLO algorithm will detect him/her, 

which will require the security personnel 

to take further action. 

3.2 Pre-processing 

Data Pre-processing in Machine learning 

Data pre-processing is a process of 

preparing the raw data and making it 

suitable for a machine learning model. It is 

the first and crucial step while creating a 

machine learning model. 

When creating a machine learning project, 

it is not always a case that we come across 

the clean and formatted data. And while 

doing any operation with data, it is 

mandatory to clean it and put in a 

formatted way. So, for this, we use data 

pre-processing task. 

Why do we need Data Pre-processing? 

A real-world data generally contains 

noises, missing values, and maybe in an 

unusable format which cannot be directly 

used for machine learning models. Data 

pre-processing is required tasks for 

cleaning the data and making it suitable for 

a machine learning model which also 

increases the accuracy and efficiency of a 

machine learning model. 

 Getting the dataset 

 Importing libraries 

 Importing datasets 

 Finding Missing Data 

 Encoding Categorical Data 

 Splitting dataset into training and 

test set 

 Feature scaling 

 

3.2.1 Splitting the Dataset into the 

Training set and Test set 

In machine learning data pre-processing, 

we divide our dataset into a training set 

and test set. This is one of the crucial steps 

of data pre-processing as by doing this, we 

can enhance the performance of our 

machine learning model. 

Supposeif we have given training to our 

machine learning model by a dataset and 

we test it by a completely different dataset. 

Then, it will create difficulties for our 

model to understand the correlations 

between the models. 

If we train our model very well and its 

training accuracy is also very high, but we 

provide a new dataset to it, then it will 

decrease the performance. So we always 

try to make a machine learning model 

which performs well with the training set 

and also with the test dataset. Here, we can 

define these datasets as: 

 
Training Set: A subset of dataset to train 

the machine learning model, and we 

already know the output. 

Test set: A subset of dataset to test the 

machine learning model, and by using the 

test set, model predicts the output. 

3.3 Advantages of proposed system 

 Process frames at the rate of 45 fps 

(larger network) to 150 fps (smaller 

network) which is better than real-

time. 
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 The network can generalize the 

image better. 

4. RESULTS 

Modules 

 Importing libraries 

 Image/video acquisition 

 Apply YOLO algorithm 

 Object detection 

 Object tracking 

 
Fig. 4: Detection of bicycle. 

 
Fig. 5: Detection of bus. 

 
Fig. 6: Detection of train. 

 
Fig. 7: Detection of dog. 

5. CONCLUSION 

Objects are detected using YOLO 

algorithm in real time scenarios. 

Additionally, YOLO have shown results 

with considerable confidence level. Main 

Objective of YOLO algorithm to detect 

various objects in real time video sequence 

and track them in real time. This model 

showed excellent detection and tracking 

results on the object trained and can 

further utilized in specific scenarios to 

detect, track, and respond to the targeted 

objects in the video surveillance. This real 

time analysis of the ecosystem can yield 

great results by enabling security, order, 

and utility for any enterprise.  
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