
Page 95 Vol 13 Issue 05, May 2023 ISSN 2456 – 5083 

 
 
 
 
 

 
 

A Deep Learning Framework for Content Based Image 
Retrieval using Enhanced InceptionV3 

1Vignesh Thati, 2Rohan Yadav Kothapally, 3Sri Phani Kumar, 4V Satheesh 

Kumar 

20311A0571 Dept. CSE SNIST,HYD 20311A0571@sreenidhi.edu.in 

20311A0577 Dept. CSE SNIST,HYD 20311A0577@sreenidhi.edu.in 

20311A0561 Dept. CSE SNIST,HYD 20311A0561@sreenidhi.edu.in 

Asst. Professor Dept. CSE SNIST,HYD satteesh3@gmail.com 

 

Abstract - The invent of cloud computing 

made multimedia applications very 

popular. Particularly image content is 

widely used by different computer vision 

applications in the world. In this regard, 

Content Based Image Retrieval (CBIR) 

plays crucial role in accessing most relevant 

images. The existing heuristics based 

approaches for CBIR have certain 

limitations. Artificial Intelligence (AI) 

enabled approaches came into existence 

that exploit learning based approaches 

leveraging performance of CBIR. 

However, there is need for improvement in 

deep learning models towards optimizing 

CBIR system that retrieves images to 

satisfy user intent. In this study, we 

proposed a deep learning architecture that is 

trained to realize an effective CBIR system 

using a modified InceptionV3 model. We 

proposed an algorithm known as Learning 

Based Image Retrieval (LBIR) which takes 

user query image as input and retrieves 

most relevant images that reflect user 

intention. Our testing findings showed that, 

with the highest accuracy of 96%, the 

suggested CBIR system outperforms 

several of the current ones. 

Keywords – Content Based Image 

Retrieval, Artificial Intelligence, Deep 

Learning, Modified Inception V3 

 

1. INTRODUCTION  

With the availability of cloud computing 

environments and the supportive ecosystem 

with distributed programming frameworks, 

many computer vision applications in the 

real world are dealing with multimedia 

objects and processing them with ease. 

With respect to images, there are number of 

applications that involve in storing and 

retrieval of images in diversified domains. 

In this context, retrieving images based on 

the given input image became very popular. 

This phenomenon is also known as Content 

Based Image Retrieval (CBIR).  

The research related to CBIR systems 

reveal traditional heuristics based 

approaches and AI enabled methodologies 

in retrieving images efficiently [3], [4]. 

With the emergence of deep learning 

models, processing image content became 

easier. Moreover, deep learning models like 

Convolutional Neural Network (CNN) is 

found to have ability to deal with images 

[3]. There are many CNN variants as found 

in the literature. However, as one size does 

not fit all, CNN cannot be used directly with 

all kinds of applications.   

In order to improve efficiency in CBIR 

system, in this paper, we modified a pre-

trained deep learning model and CNN 

variant known as Inception V3. The 

modified InceptionV3 is exploited in our 

proposed framework to achieve efficient 

image retrieval in query by example 

fashion. Literature review has revealed 

significant progress in usage of deep 

learning models. 
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Ghosh et al. [6] examined how deep 

learning affects picture segmentation, 

classifying key methods and providing an 

intuitive explanation of each one's 

contribution. With deep learning, image 

matching—which is essential for visual 

applications. With insights and 

comparisons, this survey navigates both 

ancient and current methodologies [7]. 

Zhang et al. [13] examined the use of deep 

learning to visual location recognition, 

describing techniques, resources, and future 

perspectives. Ozturk et al. [15] presented 

OCAM, a unique triplet-learning technique 

that overcomes obstacles and outperforms 

current methods for medical image 

retrieval.  

From the literature, it is revealed that the 

existing deep learning models need to be 

optimized towards improving efficiency of 

CBIR. Motivated by this fact, we enhanced 

InceptionV3 model in such a way that its 

performance is improved in analyzing 

images and retrieve images based on the 

given input image more efficiently. Our 

contributions in this paper are as follows. 

1. We proposed a deep learning 

framework based on modified 

InceptionV3 model which is trained to 

realize an efficient CBIR system.  

2. We proposed an algorithm known as 

Learning Based Image Retrieval 

(LBIR) which takes user query image 

as input and retrieves most relevant 

images that reflect user intent.  

The rest of the paper is structured as 

follows. Section 2 reviews prior works on 

CBIR focusing more on deep learning 

techniques. Section 3 presents the proposed 

deep learning framework along with 

modified InceptionV3 algorithm. Section 4 

describes observations associated with the 

empirical study made in this paper. Section 

5 concludes our research and provides 

scope of the research possible in future.  

 

2. RELATED WORK 

This section presents review of literature 

pertaining to image retrieval with heuristic 

approaches and deep learning methods. Lu 

et al. [1] improved binary codes and get 

beyond current deep hashing restrictions, 

Deep Fuzzy Hashing Network (DFHN) 

integrates fuzzy logic with DNN. Shen et al. 

[2] with encryption make it possible to 

model and share data securely. Privacy is 

the first priority in a blockchain-based 

system that is being developed for medical 

picture retrieval. Gu et al. [3] for image 

retrieval, the Clustering-driven 

Unsupervised Deep Hashing (CUDH) 

technique concurrently learns binary codes 

and discriminative clusters. Cai et al. [4] 

enabled hypothesis testing and the 

application of domain knowledge, 

refinement tools improve user confidence 

and utility in machine learning (ML)-based 

image retrieval for medical decision-

making. Hossain et al. [5] discussed 

prominent datasets, assessment criteria, and 

deep learning-based picture captioning 

systems, evaluating their effectiveness, 

drawbacks, and merits.  

Ghosh et al. [6] examined how deep 

learning affects picture segmentation, 

classifying key methods and providing an 

intuitive explanation of each one's 

contribution. Ma et al. [7] with deep 

learning, image matching—which is 

essential for visual applications—develops. 

With insights and comparisons, this survey 

navigates both ancient and current 

methodologies. Liu et al. [8] examined 

more than 300 submissions and suggests 

future paths. In computer vision, generic 

object recognition is revolutionized by deep 

learning. Sumbul et al. Zhang et al. [9] 

examined the use of deep learning to visual 

location recognition, describing techniques, 

resources, and future perspectives. Ozturk 

et al. [10] presented OCAM, a unique 

triplet-learning technique that overcomes 
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obstacles and outperforms current methods 

for medical image retrieval. 

3. PROPOSED CBIR SYSTEM 

This section provides details about the 

proposed CBIR system which is based on a 

deep learning framework that exploits 

modified InceptionV3 model for efficient 

image retrieval when query is given by 

example.  

3.1 Problem Definition  

When an image is given as input, 

developing a CBIR system based on deep 

learning to retrieve images efficiently 

reflecting the user intent is the problem 

considered.  

3.2 Our Framework 

We proposed a deep learning based 

framework meant for improving efficiency 

in retrieval of images provided an image as 

input in query by example fashion. The 

proposed framework is based on modified 

Inception V3 model which is found 

efficient in retrieving features and 

analyzing them from input query image and 

also images in the training dataset. The 

input query image is taken by the user and 

most relevant images are retrieved by the 

system. The system has both training 

process and testing process. In the training 

process the system uses modified 

InceptionV3 model to train with all the 

training images in the dataset. Once the 

training is completed, the model is used in 

the online phase to get the input query 

image and extract its features for further 

processing. System has a matching module 

which makes use of distance based 

similarity metric to identify images that 

match with the query image while 

retrieving resultant images. It makes use of 

the features database which has all features 

of training images. The system is efficient 

because the training samples will be 

improved over a period of time. Thus, the 

knowledge of the system gets increased 

with every set of new training samples. 

Since InceptionV3 is a pre-trained model 

which gets retrained as and when new 

samples are available, it gains knowledge 

incrementally. Figure 1 shows the 

architecture of the proposed CBIR system.  

 

 

Figure 1: The proposed framework for 

efficient learning based CBIR 

 

3.3 Enhancing InceptionV3 Model 

We enhanced inceptionV3 model to enable 

it for efficient retrieval of images given a 

query image. We analyzed inceptionV3 

architecture and it is improved further 

towards more depth in analyzing image 

content. InceptionV3 is a CNN variant 

which is widely used in computer vision 

applications. It is also used in some of the 

CBIR systems and found to be efficient in 

retrieval of images. In this paper, we 

modified it by adding certain layers as 

described below to improve its performance 

further. The overview of InceptionV3 

architecture is found in Figure 2. 
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Figure 2: Architecture of Inception V3 

model 

The InceptionV3 model is based on CNN 

architecture which is pre-trained with 

ImageNet dataset. Compared with other 

CNN variants, InceptionV3 model is found 

to be more efficient and faster due to its 

internal architecture and modus operandi. 

The characteristics of InceptionV3 model 

made it more practical in solving many real-

world problems as part of computer vision 

applications. The network exploits modular 

system and helps in progressively 

analogizing the features and optimizing the 

features. The modified InceptionV3 model 

supports transfer learning in order to learn 

from a greater number of training samples 

in future. The transfer learning process 

improves stability of the model besides its 

generalization to get rid of negative 

influence by image pixels in the eventual 

classification of images. Since InceptionV3 

pre-trained with ImageNet dataset, it has 

existing learning weights that are reused in 

future with retraining of the model. The 

convolutional layers associated with 

Inception V3 model are frozen before the 

fully connected and soft max layers. By 

adjusting network parameters continuously, 

the softmax layer and fully connected layer 

are retrained to obtain deep level features in 

order to improve performance of CBIR 

system. 

3.4 Proposed Algorithm  

We proposed an algorithm known as 

Learning Based Image Retrieval (LBIR) 

which takes user query image as input and 

retrieves most relevant images that reflect 

user intention 

Algorithm: Learning Based Image 

Retrieval (LBIR) 

Inputs 

Image dataset D, input query image q 

Output 

CBIR results R, Performance Statistics P 

  

1. Begin 

2. D’Pre-Process(D) 

3. (T1, T2)SplitData(D’) 

4. Configure modified InceptionV3 

model 

5. Train InceptionV3 model with T1 

6. Save model 

7. Load saved model 

8. Take the query image q 

9. FProcessQuery(q or any 

random sample from T2) 

10. RMatching(F, features of T1) 

11. PEvaluation(R, ground truth) 

12. Display R 

13. Display P 

14. End 

Algorithm 1: Learning Based Image 

Retrieval (LBIR) 

As presented in Algorithm 1, it takes 

dataset and query image as input and 

provide CBIR results and also performance 

statistics. It has provision for pre-

processing of images by improving quality 

and splitting data into training (T1) and 

testing (T2). The modified IncpetionV3 is 

configured and trained with T1. The trained 

model is used to extract features from query 

image and then there is matching for image 

retrieval.  

3.5 Dataset Details and Evaluation 

Procedure 

Dataset used in the experiments has 25,000 

images consisting of 6 categories as 

presented in Table 1. Each image in the 

dataset is of size 150x150. 

Category Description 

0 Buildings 

1 Forest 
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2 Glacier 

3 Mountain 

4 Sea 

5 Street 

Table 1: Image categories 

The data set is divided into 14000 training 

samples, 3000 test samples and 7000 

validation samples. The proposed system is 

evaluated using the following performance 

metrics.  

Precision (p) = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (1)                                                                     

Recall (r) = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (2)                                                                                

F1-score = 2 ∗
(𝑝∗ 𝑟)

(𝑝+𝑟)
     (3)                                                                             

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (4)                                                                    

The measures used for performance 

evaluation result in a value that lies between 

0 and 1. These metrics are widely used in 

machine learning research.  

 

4. EXPERIMENTAL RESULTS 

This section presents results of experiments 

with a prototype application to evaluate the 

proposed deep learning framework and its 

underlying algorithm. Experiments are 

made with number of randomly selected 

input images and the retrieved results are 

observed for their correctness. The 

proposed deep learning model known as 

modified InceptionV3 is evaluated and 

compared with existing deep learning 

models. This section provides results of 

some of the queries besides presenting 

performance statistics in terms of accuracy, 

F1-score, precision and recall. The 

performance of enhanced InceptionV3 

model is compared against deep learning 

models like CNN and InceptionV3.  

Query Image 

 
Retrieved Images 

  

  
Figure 3: Query image and resultant 

images of experiment one 

As presented in Figure 3, the given input 

query image is processed by the proposed 

CBIR system and the resultant images are 

found relevant to given input image as part 

of experiment one. 

Query Image 

 
Retrieved Images 
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Figure 4: Query image and resultant 

images of experiment two 

As presented in Figure 4, the given input 

query image is processed by the proposed 

CBIR system and the resultant images are 

found relevant to given input image as part 

of experiment two. 

 

 

 

 

 

Query Image 

 
Retrieved Image 

  

  

Figure 5: Query image and resultant 

images of experiment three 

As presented in Figure 5, the given input 

query image is processed by the proposed 

CBIR system and the resultant images are 

found relevant to given input image as part 

of experiment three. 

Query Image 

 
Retrieved Images 

  

  
Figure 6: Query image and resultant 

images of experiment four 

As presented in Figure 6, the given input 

query image is processed by the proposed 

CBIR system and the resultant images are 

found relevant to given input image as part 

of experiment four.  

 

 

 

Model Precision Recall F1-Score Accuracy 

CNN 0.89 0.92 0.9 0.93 

InceptionV3 0.94 0.89 0.91 0.92 

Modified InceptionV3 0.97 0.91 0.94 0.96 

Table 2: Performance comparison among model 

 

As presented in table two the performance 

of modified InceptionV3 is compared 

against baseline models like CNN and 

InceptionV3.  
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Figure 7: Performance of different models 

in retrieval of images 

The enhanced InceptionV3 model is 

compared against existing deep learning 

models to evaluate its performance as 

shown in Figure 7. Each model showed 

different level of performance due to their 

internal architecture and modus operandi. 

With respect to precision CNN model 

achieved 89%, InceptionV3 94% and 

modified InceptionV3 97% precision. The 

baseline CNN model achieved 92% recall, 

InceptionV3 89% and modified 

InceptionV3 91% recall. with respect to F1-

score the baseline CNN model could 

achieve 90%, InceptionV3 91% and 

modified InceptionV3 94% F1-score. The 

baseline CNN model achieved 93% 

accuracy, InceptionV3 model 92% and 

modified InceptionV3 model 96% 

accuracy. The highest accuracy is achieved 

by the modified InceptionV3 model which 

is used in the proposed CBIR system. 

 

6. CONCLUSION AND FUTURE 

WORK  

In this paper, we proposed a deep learning 

framework based on modified InceptionV3 

model which is trained to realize an 

efficient CBIR system. The proposed 

framework is based on supervised learning 

process where the inception V3 model 

which has been modified is trained with 

training samples and used for efficient 

retrieval of images in query by example 

fashion. The model is found efficient in 

retrieval of images provided any given 

query image. We proposed an algorithm 

known as Learning Based Image Retrieval 

(LBIR) which takes user query image as 

input and retrieves most relevant images 

that reflect user intention. Our experimental 

results revealed that the proposed CBIR 

system is better than many existing ones 

with highest accuracy 96%. In future, we 

intend to improve our framework with 

GAN architecture and hybrid deep learning 

models towards leveraging CBIR system 

further. 
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