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Abstract 
Music genres are essentially tags or labels assigned by humans to simplify the 
identification of the nature of different types of music. They are generally characterized by 
the overlapping characteristics and features common to music belonging to that particular 
genre. These properties are usually associated with the instrumentation and rhythmic 
structures such as the waves in a musical piece. As the annotation or assignment of 
musical genres is performed manually, it is essential for automation. Automatic music 
genre classification using deep learning can make it an easier job and helps in improving 
user experience in apps. In this paper, music is classified into 10 genres from the GTZAN 
dataset using certain audio features that we explore in depth. Two different types of data 
are used to classify the music, which are tabular using ANNs and spectrogram images 

using CNN transfer learning. For the ANN task an accuracy of 95% was procured and for 
the tabular data with already extracted features an accuracy of 80% was obtained for the 
CNN task for images of spectrogram. 
 

Keywords – Genre Classification, Transfer Learning, Convolution Neural Networks, Mel 
Spectrogram images, ANN, Short Time Fourier Transform (STFT) 

 
Introduction 
Music genre refers to a style or type of 
music. Often people have preferences for 
what kind of music they like and what 
they would like to listen to at that 
moment. Popular music streaming 
platforms like Spotify, Sound Cloud and 
iTunes want to recommend music of 
some genre to the people who frequently 

listen to that genre. This is made possible 
using music genre classification models 
that can help to classify music according 
to various audio features or images. The 
most essential and basic step in the task 
of automatic music recommendation is 
labelling and classifying music by its 
genre. Most of the current music genre 
classification techniques use machine 

learning techniques. We can improve the 
quality and complexity of the predictions 
and models using deep learning 
techniques and neural networks. We 
perform two different tasks, that is, 
classification using a tabular dataset 
containing the extracted features of the 
audio files and Mel spectrogram images. 
Generally, in deep learning we use 

artificial neural networks or ANNs for 
working through tabular data and 
convolutional neural networks for CNNs 
for image data. The image data consists 
of Mel spectrograms. First, we try to 
understand what a spectrogram of an 
audio file is: 
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Spectrogram: In simple words, A 

spectrogram is a graphic that shows the 
frequency spectrum of an audio recording 
over time. This indicates that as the 
colours in the figure increase brighter, the 
sound is more densely concentrated 
around those particular frequencies, and 
as the colours get darker, the sound gets 
closer to being empty or dead sound.  
 

 
Fig 1: Digitally produced spectrogram 
                       Source: Adapted from [4] 
 
Mel spectrogram: Spectrograms that 
have been converted to the Mel scale are 
known as Mel spectrograms. It is a 
representation of the frequency spectrum 
of a signal, where a signal's frequency 
spectrum is its range of frequencies. A 
perceptual scale of pitches that listeners 
perceive to be equally spaced from the 
other is known as the Mel scale (named 
after the word melody). 
 

 
Fig 2: A sample Mel spectrogram 

 

Convolutional neural networks commonly 
called CNNs, have been widely and 
profitably applied to deep learning in 
recent years for a variety of image 
categorization tasks. While this is going 
on, Sander et al. [13] demonstrate that 

spectrograms of music audio can also 
perform well with CNNs when compared 
to standard images. In this situation, 
there is an increasing propensity to train 
CNNs to learn robust feature 
representations from music spectrograms. 
In the upcoming sections we explore the 
methods we used for data processing 
and the ANN and CNN models used. 

Literature Review 

The paper referenced for this model [1] 
uses a custom-made sequential model 
with convolution and max pooling layers 
which is preceded by feature extraction 
and data modification. With their 
model they got an accuracy of 73%. As 
the amount of image data is not large, we 
do not get an extremely high accuracy for 
the CNN models. For now, we work only 
on the existing data. We managed to 
improve this accuracy using transfer 
learning method instead of creating a 
model from scratch. 
 

 
Fig 3: Architecture of existing CNN model 
                      Source: Adapted from [1] 
 
For the ANN task, the referenced paper 
[3] has used multiple ANNs to perform 
the task on the same dataset that we 
used. Their best model got an accuracy 
of 91% on the test data without 
overfitting too much. 
 

 
Fig 4: Layers of existing ANN model 

                      Source: Adapted from [3] 
Proposed Work 
About Dataset 
For training our model, we use the 
GTZAN dataset consisting of different 
types of data for the audio files. It has 

been widely used for music genre 
classification tasks. The data is split into 
10 classes in this case genres of music, 
which are the following, 
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Fig 5: Music Genres 

 
The dataset consists of 1000(100 of 
each genre) audio files with 30 
seconds of duration in .wav format. 
There are 2 .csv files that contain 
the audio files’ various features in 

tabular form. One of the said .csv 
files consists for each song (exactly 
a 30 seconds sample) a variance 
and a mean calculated across 
various audio features. The second 
.csv file has the same structure, but 
the songs were split before into 3 
seconds audio files (this way 
increasing 10 times the amount of 
data we fuel into our classification 
models). Spectrogram images are 
also present in the dataset in .jpg 
format with each genre consisting of 
100 spectrogram images. These Mel 
spectrogram images were extracted 
from the audio files using audio pre-

processing libraries. Below is a 
sample of 8 random Mel 
spectrogram images along with the 
genre they belong to. 
 
Fig 6: A sample of a few Mel 
spectrograms from the dataset. 

 
 
 

 
Fig 7: A columns from the 3 second 
.csv file 
 
Here, we will be using the 3 seconds .csv 
files containing 9990 rows and 60 
features for the ANN classification task 
and all 1000 images for the CNN task. 
 
For the tabular data of .csv format that 
contains features for each audio wave for 
a 3 second duration, we use a custom-
made ANN after pre-processing the data 

using different methods. The ANN 
consists of 5 dense hidden layers all with 
a drop-out probability of and a different 
number of neurons. First, we apply the 
STFT or standard Fourier transform 
function on all the features in the 
dataset. It is used to determine the 
sinusoidal frequency and phase content 
of various different local sections of a 
signal over time as it changes. We then 
perform standard z score scaling to 
standardize the data and use librosa 
library to visualise the spectrograms of 
the audio files. 
 
We split the data into training and 

testing set with a ratio of 0.2 such that 
the training set consists of 7992 records 
and the testing set contains 1998 
records. 
 
Model Building 

Below, we propose two different models 
and approaches trained on the same 
data to perform this task. The models 
used are, 

● ANN 

● CNN (Transfer learning using 
EfficientNetB3) 

 

First, we define the different algorithms 

that were used for this paper 
 

ANN: Artificial Neural Networks or ANN 
are fully connected or dense neural 
networks with multiple layers with an 
architecture shown in Figure 7. They are 
made up of an input layer, several 
hidden layers, and an output layer. Each 
neuron in a layer is connected to every 
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other neuron in the next layer. This fully 

connected nature gives it the name 
dense. By increasing the number of 
hidden layers, we can make the network 
deeper. 
 

 
Fig 8: Custom made ANN layers 
 
The flatten layer flattens the input 

with the shape. All layers have ReLU 

activation function and the output layer 

has the Softmax activation function 

which is useful in the case of multiclass 

classification problems. For the model 

that we developed, we have used Adam 

optimizer with a learning rate of 0.001 

and loss function as sparse categorical 

cross entropy. 

In the implementation, we fed the model 

a batch size of 256 records at a time and 

ran the model for 600 epochs. 

 
CNN: A Convolutional Neural Network 
also called a CNN is a deep learning 
algorithm that takes an image as input 
and assigns importance (learnable 
weights and biases) to different 
aspects/objects in the image and 
distinguishes one from the other by 
making feature maps. They consist of 

convolution layers that do the said task 
and pooling layers that reduce the 
dimensions of these produced feature 
maps. In the end, these feature maps 
are flattened and are passed to fully 
connected layers that learn from the 
passed feature maps and at last an 
output layer that consists of neurons 
equal to the number of classes. 

Compared to other deep learning 

algorithms that involve classification, 
CNN demands very less computation for 
pre-processing. 

 
Transfer Learning: Transfer learning is 
a popular machine learning method in 
which a model that was originally 
trained for one task is used as a base for 
building a model on a different task. It is 
a popular approach in deep learning 
where pre-trained models are used as 
the starting point on computer vision 
and natural language processing tasks 
given the vast compute and time 
resources required to develop neural 
network models on these problems and 

from the huge jumps in skill that they 
provide on related problems. 

 

EfficientNet: EfficientNet is a CNN 
architecture and scaling method that 
uses a compound coefficient to 
uniformly scale all 
depth/width/resolution dimensions. 
The architecture of EfficientNetB3 is as 
follows: 

 

 
Fig 9: EfficientNetB3 layers 
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Fig 10: Architecture of EfficientNetB3 
model. 
 
Source: Adapted from [5] 
In the case of classification based on Mel 
spectrogram images, we have 1000 
images each class having 100 images. We 
split the data into training and testing 
with a ratio of 0.2 thus getting 800 
images for training and 200 images for 
testing the model. Each image’s 
dimension is set to (224,224,3) to fit into 
the model we are going to be using.  We 
propose a model with the base model as 
EfficientNetB3 with initial weights of the 
ImageNet dataset. 
 

We have also added a global average 
pooling layer and a dense output layer 
with 10 neurons having SoftMax 
activation function and some additional 
call backs along with the pre-trained 
model while training the model. The call-
backs applied are early stopping and 
reduce learning rate. We used Adam 

optimizer with a learning rate of 0.001. 
We, then, fed the training images in 
batches of 8 at a time and ran it for 30 
epochs. 
 

Results and Discussion 
Choosing our evaluation metrics is an 
important phase when it comes to 

predictions, especially classification 

problems. 
 

Accuracy: 
The accuracy denotes the sum total of 
correctly identified instances by the 
model divided by all the instances in the 
dataset. 
 

Fig 11: Formula for calculating accuracy  
 
 
Spare categorical entropy loss 

function: 

When true labels are one-hot encoded, 

categorical cross-entropy is applied. For 
instance, in the 3-class classification 
issue, the true values [1,0,0], [0,1,0], and 
[0,0,1] are available. Truth labels in 
sparse categorical cross-entropy are 
integer encoded, for instance, [1], [2], and 
[3] for a 3-class problem. 
 

 
Fig 12: Formula for categorical cross 
entropy 
 
Results for ANN task: 

The training accuracy and the best 
validation accuracy came up to be 
95.25%, 95.39% after training and 
evaluation. 
 

 
Fig 13: Graph of accuracies and losses 
versus number of epochs for the ANN. 
 

Results for CNN task: 

We got the highest validation accuracy of 
84% and 99% training accuracy for the 
CNN task. 
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Fig 14: Graphs of accuracies and losses 
versus number of epochs for CNN. 
 

Conclusion and Future Work 

Deep learning techniques are 
extremely useful for classification 
tasks like music genre classification 
in which music is classified into 
different genres with respect to its 
features. The dataset used in this 
paper, GTZAN dataset, provides us 
with a rich variety of data in the form 
of audio files which are then pre- 
processed using various techniques 
like STFT which is a general-purpose 
tool used in audio processing. Using 
various libraries like librosa, we got 
tabular data and spectrogram images 
which are then fed into ANN and CNN 
respectively for classification. The 
models we used in this paper are 
simple but still proved to be very 

efficient when it comes to classifying 
music into different genres. The 
highest accuracy was brought out by 
our custom-made ANN model (95.35%) 
which is a very effective and widely 
used model whereas our CNN model 
brought validation accuracy of 84%. 
 
Future work can be done by using a 
larger dataset consisting of more 
records of audio files. In this paper, to 
increase the number of records, we 
split audio files of 30 seconds into 3 
seconds. Dataset with a greater 
number of records/audio files can be 
used in the future for better 

performance and accuracy. Also, 
different combinations of different 
deep learning models (hybrid model) 
can be used to improve the complexity 
and accuracy of the model. 
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