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Abstract 

Detecting the existence, position, and posture of objects in an image or video is the task of 

object detection, a branch of computer vision. Real Time Objects. It is a crucial task in 

many applications, such as robotics, self-driving cars, and surveillance systems. Object 

detection methods in machine learning often utilize a mix of feature extraction and 

classification approaches to identify things. The process starts by extracting relevant 

features from the input image or video, such as edges, corners, and textures. These 

features are then fed into a classifier, which uses them to predict the class label of the 

object (e.g., car, pedestrian, stop sign). Convolutional neural networks (CNNs) are often 

used to analyse images and find areas that contain objects as a standard method for object 

detection. The CNN may be trained on a sizable dataset of annotated pictures and then 

used to anticipate the presence and placement of objects in fresh photos and videos. 

Keywords: Convolutional neural network (CNN), Real time objects, annotated images, 

Object Detection, Computer Vision. 

 

Introduction 

In computer vision systems, object 

detection is critical. It may be utilised for a 

variety of purposes, such as video 

surveillance [1]. CNN has made major 

advancements recently and is a sparkling 

pearl in the blooming deep neural network 

treasure house. Moreover, computer vision 

technologies have made it possible for 

artificial intelligence to analyse and 

perceive the visual aspects of the world. 

Deep learning-based computer vision 

algorithms have had great success in the 

past  few  years  such  as  picture 

segmentation, object identification, and image 

classification are computer vision tasks. This 

accomplishment can be ascribed to improvements 

in computer hardware performance and the 

creation of massive picture annotation data sets. 

Nowadays, object detection is heavily employed in 

both academics and the real world, such as in the 

identification of video fires [2]. Conventional 

convolution entails applying the convolution 

kernel to the picture and computing the grey value 

of each pixel after a sequence of matrix operations.  

mailto:mailtocharan.kasikala@gmail.com
mailto:kancharlavenky07@gmail.com
mailto:edukondalumupparaju1864@gmail.com
https://www.scirp.org/journal/articles.aspx?searchcode=%2BObject%2BDetection&searchfield=keyword&page=1&skid=0
https://www.scirp.org/journal/articles.aspx?searchcode=%2BComputer%2BVision&searchfield=keyword&page=1&skid=0


 

 

Volume 12    Issue 04, April   2023                             ISSN 2456 – 5083                                   Page:  729 

Contrary  to  traditional convolution, 

transposed convolution is the process of 

convolution from low- dimensional 

feature mapping to high- dimensional 

feature mapping. It is frequently 

employed in semantic analysis [3]. Active 

learning is an additional approach for 

object detection [4]. Object identification, 

which involves both object recognition 

and picture categorization, is one of the 

interesting issues that computer vision 

poses. Convolutional neural networks, 

deep learning, and the increased 

parallelism processing power provided by 

graphics processing units have all made 

significant gains in the field of science in 

recent years, which has led to a significant 

body of research on these kinds of 

problems (GPUs) [5]. The most effective 

object categorization and detection 

algorithms nowadays employ deep 

learning architectures with several 

specialised layers for automating the 

filtering and feature extraction process[6]. 

Convolutional neural networks are 

heavily utilised, which increases the 

ability to learn the feature extraction 

phase observed in deep learning-based 

methods [7]. 

 

There are one or more convolutional 

layers in each convolutional neural 

network, which are computer 

programmes that extract useful 

information from the input image. Also, 

each convolution layer is composed of a 

number of filters, or square matrices, 

that traverse across the picture and 

record the weighted sum of the pixel 

values at different places. Every filter has 

a variety of settings and extracts 

different information from the input 

image. A convolution layer generates a 

set of "feature maps" [8]. Self-driving 

cars have dominated discussions about 

computer vision, a knowledge base topic 

that has gained a lot of momentum in 

recent years.[9]. Real-time object 

detection is an essential component of 

computer vision as well. Real-time object 

detection is helpful for a variety of tasks, 

including cause estimation, vehicle 

identification, traffic management, CCTV 

surveillance, etc. [10] 

 
The capacity to provide vision on a 

computer is therefore made feasible by 

the necessity of daily technological 

advancement [11]. The power of the GPU 

is enormously needed for computer-

based systems, and despite this, they 

aren't necessarily real-time, making 

them unsuitable for use in everyday 

applications. You Only Look Once 

(YOLO), faster R-CNN, faster R-CNN, 

and similar techniques [12]. 
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Ultimately, the output of the convolution 

layers is flattened into a single dimension  

matrix that represents the numerical 

representation of the image's 

characteristics. This matrix is then fed 

into a succession of "fully connected" 

layers of artificial neurons, which transfer 

the characteristics to the predicted 

network output [13]. 

 

Literature Survey: 

1 Hideaki Yanagisawa, Takuro Yamashita, 

Hiroshi Watanabe proposed A Research on 

Object Identification Methods from Manga 

Pictures. In this Paper they investigated 

the usefulness of object proposals for 

manga object identification in this work. 

The experimental results reveal that 

Selective Search is successful for things 

with clear borders while RPN is useful for 

objects with uncertain bounds. 

Furthermore, because it is difficult for 

SSD to detect manga things in the entire 

image, the procedure of partitioning the 

image into tiny areas is required. 

 

2 Reagan L. Galvez, Argel A. Bandala, 

Elmer P. Dadios, Ryan Rhay P. Vicerra, 

ose Martin Z. Maningo. Detecting Objects 

using Convolutional Neural Networks 

proposed The object identification 

capabilities of the two cutting-edge CNN 

models was effectively shown. It 

demonstrates that the SSD with 

MobileNetV1 has high speed detection but 

low accuracy when compared to Faster- 

RCNN, which has low speed but higher 

accuracy. According to the findings of the 

trials, there is a trade-off between 

accuracy and speed. Use SSD with 

MobileNetV1 if 

  

we desire quick detecting capabilities, 

especially in real-time applications. 

Faster- RCNN with InceptionV2 is 

recommended for high detection accuracy. 

The two models will be used in future 

studies as the vision system of a bomb 

disposal robot to detect improvised 

explosive devices. 

Problem Identification 

 

present day Real-time object identification 

helps with cause estimation, vehicle 

detection, traffic control, CCTV 

surveillance, and other applications. As a 

result, day-to-day growth in Technology is 

required for the capacity to provide vision 

in a computer. As a result, low-cost 

technology and learning tools are required. 

The current computer vision approaches 

are more expensive than prior techniques 

due to the development of bigger and 

deeper networks to achieve improved 

accuracy. Methods that are totally 

computer-based need a large amount of 

GPU power and aren't necessarily real 

time, making them unsuitable for 

everyday applications. Hence, in this 

project, we propose a model called "Object 

detection," which is a CPU-based YOLO 

that uses OpenCV to execute the YOLO 
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method on non-GPU computers and can 

be utilised on standard systems without 

the need for any additional added 

features. 

Methodology 

Step 1: Gathering data and creating a 

dataset This requires pulling photos from 

the Kaggle database, analysing them, and 

then extracting features. 

Step 2: Creating a Convetional Neural 

Network for different kind of Images and 

videos. For the purpose of detecting 

objects from different images and videos 

using conventional neural network model 

is created in this stage. 

Step 3: Training and testing with datasets 

The conventional neural network model is 

tested and trained on the datasets to 

detect or recognize objects in image or 

video 

Step 4: Deployment and analysis using 

use case diagram 

 

Implementation 

To follow along we will need the following: 

1. Python 3.10 or above installed on your 

device 

  

2. A Dataset available in the form of 

images and videos 

The categorization of images is a frequent 

application for convolutional neural 

networks (CNNs), a form of neural 

network. They employ a number of 

convolutional and pooling layers in order 

to identify patterns in pictures. The fully 

connected layer predicts after the pooling 

layer has downscaled the image and the 

convolutional layer has applied filters to 

extract features from the input image. The 

optimal filters are taught to the network 

via backpropagation and gradient descent. 

 

Python implementation using CNN 

 

In Python, we can implement a CNN using 

Numpy and then we Load the 

preprocessed data and later we define cnn 

model using Numpy Define the functions 

for convolution, pooling and activation. 

The modules imported from Python is 

OpenCV. OpenCV: Face recognition, 

machine learning, artificial intelligence, 

and other fields use OpenCV, a Python 

open-source package, for computer vision. 

The term "computer vision," abbreviated 

as "CV" in OpenCV, refers to a branch of 

research that enables computers to 

comprehend the content of digital images 

like pictures and movies. In order to 

comprehend the content of the images, 

computer vision is used. It pulls out the 

textual descriptions, three-dimensional 

models, item descriptions, and other 

information from the images. 
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Results & Conclusion 

 

Figure1: In this image we are detecting 

the dog, cycle and car as objects. 

 
Figure2: In this video we are detecting 
different persons and their belongings as 

objects. 

 
Figure3: In this video we are detecting 
different vechiles and recogning them as 
car, truck, bus, etc,. 
 
 
 
 
 
 

 
Figure4: In this video we are detecting 

different kind of objects at a traffic 
signal. 
 
Conclusion 
We primarily concentrated on developing 

a straightforward, user-friendly object 

identification model for movies in this 

research. Yolo and OpenCV are the only 

two components of this extremely 

lightweight model. tracking down the 

things in the movies. For real-time 

object identification on non-computers, 

CPU Based YOLO is advantageous. 

Before using the YOLO technique 

correctly and successfully completing 

the task, we first chose the best 

framework for doing the object detection 

task on the CPU. In order to identify 

items in photos, we have created an 

algorithm employing deep learning 

neural networks. In order to detect 

objects with high accuracy and in real 

time, the research employs the single 

shot multi-box detector (SSMBD) 

method in combination with Faster CNN. 

With both static photos and moving 

pictures, our algorithm performs well. 

The accuracy of the suggested model is 

higher than 70%. This model extracts 
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feature data from the image using 

convolutional neural networks, which is 

then converted into a class label via 

feature mapping. To address the 

variation in aspect ratio, our method 

employs several filters with unique 

default boxes and also makes use of 

multi-scale feature maps. 

Limitations & Future Work 

Object classification and object location 

are the two main obstacles in object 

detection. To address these problems, 

researchers are employing a multi-task 

loss function. This multi-task loss 

function aids in producing consequences 

for both localization mistakes and 

misclassification errors. Some items are 

just partially visible, making their 

detection challenging. Objects that take 

up more space are simpler to grasp than 

those with smaller spaces, which make 

it easier to perceive them. It is difficult to 

find tiny objects in any image or video. 

In future, we will perform the tasks by 

training the machine with custom 

dataset. 
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