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Abstract 

This study presents an innovative IoT-based solution to modernize traditional farming practices 

through cost-effective, real-time agricultural and weather data monitoring. The study adopts a 

comprehensive data collection approach, utilizing advanced algorithms for weather forecasting, 

plant disease and pest detection, and recommendations for fertilizers and crops. The proposed 

study employs Wi-Fi, cellular access, and long-distance communication to automate key tasks such 

as irrigation, pest control, and inventory management, significantly enhancing operational 

efficiency. By optimizing soil nutrient levels and leveraging machine learning and image 

processing, focusing on nitrogen, phosphorus, and potassium. Proposed a hybrid XG-Boost 

algorithm integrating LSTM, ARIMA, Ridge Regression, ResNet-50, SVM, Random Forest, 

Extreme Gradient Boosting, and MobileNetV3. Obtained results demonstrate the effectiveness of 

this approach, delivering accurate weather forecasts, precise crop and fertilizer recommendations, 

and reliable pest and disease detection. The obtained result is useful and envisions a sustainable 

IoT solution that democratizes the benefits of smart agriculture, bridging the gap between 

traditional and modern practices for a more efficient, sustainable, and accessible future. Notably, 

the hybrid XG-Boost model achieves a 99.24% accuracy rate in crop yield prediction, surpassing 

the existing Crop Yield Prediction Algorithm and RNN. 

 

Keywords — Smart Agriculture, IoT, Predictive Analytics, Machine Learning, Real-time Data 

Monitoring. 

 

Introduction 

Smart agriculture is essential for 

several reasons, driven by the challenges and 

opportunities facing modern farming and the 

broader agricultural sector. Traditional 

farming methods, while foundational, face 

challenges in today’s dynamic world due to 

the lack of real-time monitoring and efficient 

operations, leading to lower productivity and 

increased wastage. To address these issues, 

we propose an IoT-based solution utilizing 

Wi-Fi, cellular access, and long-distance 

communication methods for real-time 

monitoring of agricultural data and weather 

conditions. Our system automates critical 

tasks such as irrigation optimization, pest 

control, livestock monitoring, and field 

management. We maintain optimal soil 
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nutrient levels by integrating Machine 

Learning and image processing (N, P, K). We 

aim to enhance traditional agriculture's 

efficiency and make these advancements 

accessible to a broader farming community, 

potentially transforming the agricultural 

landscape. The integration of machine 

learning methods in precision agriculture has 

been widely explored, focusing on crop 

production forecasting, nitrogen status 

estimation, and climate variability 

management [1][2]. These studies emphasize 

sustainable development, particularly 

through deep reinforcement learning models 

for agricultural production prediction 

focusing on sustainable farming techniques 

[3]. Agricultural yield prediction has been 

extensively examined using machine 

learning methods and multi-layered, multi-

farm datasets for grain crop production 

forecasting [4-6]. Recurrent neural networks 

(RNNs) have proven effective in enhancing 

crop yield projections. Through accurate 

disease diagnosis, deep learning techniques 

have been employed to mitigate crop losses. 

At the same time, drone technology has been 

utilized to detect leaf diseases in agricultural 

applications and address challenges related to 

weed categorization [4][5][6]. Research on 

plant diseases has delved into deep learning 

methods for disease classification and the 

development of drone-enabled leaf disease 

detection systems [7][8]. In precision 

agriculture, machine learning applications 

extend to disease detection, crop production 

prediction, weather forecasting, and IoT-

based pest management systems [9]. Drone 

technology for detecting leaf diseases is 

particularly emphasized, showcasing the 

benefits of combining machine learning-

based disease diagnostics, recommendation 

systems for fertilizer application, and 

predictive models for disease outbreaks [10-

12]. The literature also explores complex 

topics such as big data analytics and AI-

driven smart weather data management for 

precision agriculture. This includes deep 

learning techniques for road weather 

detection with attention mechanisms. An all-

encompassing strategy is employed to 

promote innovative and sustainable precision 

agriculture practices. This strategy combines 

soil analysis, machine learning-based crop 

recommendations, and a thorough 

investigation of deep learning-based pest 

identification and detection methods. 

 

Methodology 

A collaborative learning technique, 

XGBoost, is based on gradient boosting and 

decision trees. The XGBoost model is trained 

on the dataset used in this study to extract 

features and generate significant features. 

The XGBoost algorithm was applied, with 

stated parameters for the learning rate, 

maximum depth, and objective. The data was 

successfully gathered using the XGBoost 

model to reveal intricate patterns and 

connections, and it facilitates the discovery of 

nonlinear correlations and interactions 

between the unprocessed input 

characteristics. The goal function is 

regularization for generalization, shrinkage, 

and column subsampling to minimize 

overfitting, and gradient tree boosting for 

additive training are the three major 

components of XGBoost. This performance-

boosting approach sequentially combines the 

outputs of weak learners. Regression trees are 

used for classification, and the gradient 
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boosting method is used for integration. The 

first step in evaluating various model 

performances to predict the weather is the 

publicly available data set 

https://data.telangana.gov.in/dataset/telanga

na-weather-data-2023-2024. For plant 

disease and pest detection, a diverse image 

dataset enhances model robustness by 

capturing a wide range of plant diseases and 

pests. The data set is publicly available from 

the Kaggle website, and its links are  

https://www.kaggle.com/datasets/nirmalsank

alana/crop-pest-and-disease-detection; 

https://www.kaggle.com/datasets/mathumith

ram/rice-pest-detection 

https://www.kaggle.com/datasets/dev523/lea

f-disease-detection-dataset  

 

In fertilizer and crop 

recommendation, real-time data on soil 

conditions and nutrient levels are gathered 

through IoT sensors deployed in agricultural 

settings and then carefully preprocessed to 

facilitate accurate model development. This 

comprehensive approach to data collection 

prioritizes quality, diversity, and relevance, 

establishing a solid empirical foundation for 

subsequent stages, including machine 

learning model development and context-

aware crop and fertilizer recommendations. 

Diverse image dataset for plant disease and 

pest detection undergoes detailed 

preprocessing, including cleaning and 

normalization techniques. To enhance model 

robustness, the detailed process of data 

preprocessing is shown in Figure 1. Figure 2 

shows the proposed architecture of Enhanced 

Smart Agriculture for disease detection, 

Fertilizer Recommendation, Weather 

Forecast, Crop Recommendation, and Pest 

Detection. 

 

 
Fig. 1: Data Preprocessing Framework 

 

 
Fig. 2 Architecture of Enhanced Smart 

Agriculture 

 

Disease Detection 
The importance of the agricultural sector in 

supplying food and its significant 

contribution to growing economies and 

populations is emphasized. It is noted that 

plant diseases can lead to substantial losses in 

food production and threaten species 

diversity. This study highlights the potential 

benefits of early disease diagnosis through 

accurate and automatic detection techniques 

in improving food quality and reducing 

economic losses. This study uses advanced 

computer techniques, specifically deep 

learning with pre-trained models like CNN, 

ResNet-50, and VGG-16, to identify plant 

diseases effectively. [13][14] These models 

are fine-tuned using a manual dataset with 

https://www.kaggle.com/datasets/nirmalsankalana/crop-pest-and-disease-detection
https://www.kaggle.com/datasets/nirmalsankalana/crop-pest-and-disease-detection
https://www.kaggle.com/datasets/mathumithram/rice-pest-detection
https://www.kaggle.com/datasets/mathumithram/rice-pest-detection
https://www.kaggle.com/datasets/dev523/leaf-disease-detection-dataset
https://www.kaggle.com/datasets/dev523/leaf-disease-detection-dataset
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over 4,000 images of various plant diseases. 

This research is essential for improving food 

production and protecting plants from 

diseases.  

 

Fertilizer Recommendation 

To recommend the appropriate fertilizer for 

affected leaves based on severity levels, this 

proposed system utilizes input parameters 

like nitrogen (N), phosphorus (P), potassium 

(K), temperature, humidity, moisture, soil 

type, temperature, humidity, soil pH, and the 

intended crop. The process begins by creating 

datasets through IoT sensors designed to 

monitor agricultural data. After analyzing the 

dataset, various preprocessing stages are 

employed. Following this, models like SVM 

and Random Forest classifier algorithms are 

trained using the processed data [15][16]. 

These input parameters can be manually 

entered or retrieved from sensors. Admin can 

categorize and store fertilizers based on 

disease severity levels, with recommended 

measurements tailored to the severity of the 

identified plant diseases. This approach 

provides a practical and data-driven solution 

for efficient fertilizer recommendations in 

agriculture. Among all the algorithms, 

Random Forest produced better results with 

an accuracy of 98.67%. 

 

Weather Forecast 

Weather conditions significantly influence 

pest prevalence, water availability, and 

fertilizer requirements in agriculture. 

Farmers rely on weather forecasts to decide 

crop cultivation and planting times. Precision 

irrigation and soil solarization are tailored to 

specific meteorological conditions. While 

short-range forecasts (1-7 days) are 

commonly used, medium-range (up to a 

month), long-range (up to a year), and 

hazardous weather forecasts also play crucial 

roles in planning field activities. Local 

meteorological forecasts help farmers 

prepare for severe weather events, 

minimizing potential harm to crops and 

stored seeds. Different algorithms, including 

Ridge Regression, LSTM, and ARIMA, are 

used in the proposed system. [17-20] To 

distinguish regular approaches, these 

algorithms are integrated with a backtesting 

algorithm, which results in a better forecast 

than other approaches; results are shown in 

Table 1.  

 

Crop Recommendation 
The type of soil, climate, rainfall, 

temperature, and altitude in an area all 

influence which crops are best suited for 

cultivation. For instance, sandy soils are not 

ideal for water-dependent crops, while clay 

soils are unsuitable for those needing good 

drainage. Considering these factors, the 

proposed system uses SVM, Random Forest, 

and XGBoost, trained on data retrieved from 

the field sensors. [21-23] The Results of these 

algorithms are tabulated in Table 2. 

 

Pest Detection 

Detecting and managing insect pests that 

harm crops is crucial for successful farming. 

Traditional methods for pest detection are 

often slow and inefficient. The study uses a 

dataset of pest images from public sources, 

field observations, and online resources. The 

dataset includes diverse images of pests in 

different environments, resolutions, and 

angles. Images are standardized for pest size 

and visibility under various angles to test the 

detection algorithms. 1309 images were 

created, with 1178 for training and 131 for 

validation and testing. The images are 

annotated using free software called 

Labeling. The goal is to enhance the diversity 

and complexity of the dataset, and the images 

are resized for a balance between 

performance and computational efficiency in 

model training. As a result, these images are 

trained with Mobile Net [24], which results 

in better accuracy compared to other existing 
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approaches, and results have been shown in 

Fig. 2 and Fig. 3. 

 

Model Evaluation 

A suite of appropriate evaluation metrics was 

deployed to assess our diverse range of 

models employed across various agricultural 

services. For weather forecasting, including 

LSTM, ARIMA, and Ridge Regression 

models, performance was evaluated using 

metrics such as Mean Absolute Error (MAE), 

ensuring the models' ability to provide 

accurate weather predictions. In the context 

of crop and fertilizer recommendation, 

models including K-Nearest Neighbors 

(KNN), Linear Regression, and XGBoost 

were evaluated using the Confusion Matrix. 

This enabled the assessment of the models' 

precision in classifying crops and 

recommending suitable fertilizer types. 

 

Pest Detection 
The MobileNetV3 model with underlying 

architecture has been tested on a dataset of 

3773 rice pest and disease images, achieving 

an accuracy of 92.3% and a mAP@ 0.5. The 

proposed MobileNet-CA model is a high-

performance and lightweight solution for 

detecting rice and other crop pest, providing 

accurate and timely results for farmers and 

researchers [25].  

 

 

 
 

Leaf Disease Detection Results 

The Resnet model with underlying 

architecture has been tested on a dataset of 

1256 Leaf disease images, achieving an 

accuracy of 95.7% and a mAP@ 0.42. The 

following graph shows the accuracy and loss 

of training data over the epochs for the Resnet 

algorithm [26]. 

 

 
Fig. Model Accuracy 

 

 
Fig Model loss   
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Weather Forecasting Model Results  

Various algorithms have been used to test the 

weather forecast data, and the evaluation 

metric MAE for each algorithm is recorded 

and tabulated. 

Ridge Regression 
 

Random Forest 

 

 
XgBoost 

 

 

 

 
Support Vector Regression 

 

 

Table 1 Comparison of Weather Forecast Results 

obtained from various Classification models. 

 

 
Fertilizer Recommendation 

The type of soil, climate, rainfall, 

temperature, and altitude in an area all 

influence which crops are best suited for 

cultivation. For instance, sandy soils are not 

ideal for water-dependent crops, while clay 

soils are unsuitable for those needing good 

drainage. Considering these factors, the 

proposed system uses algorithms such as 

Decision Tree, SVM, Random Forest, and 

XGBoost, which are trained on data retrieved 

from the on-field sensors. The Results of 

these algorithms are tabulated below. 
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Table 2 Crop Recommendation Results of Various Algorithms 

 

S No. Algorithm F1 Score Precision Recall  Accuracy (%) 

1 Random Forest 0.96 0.98 0.88 99.65 

2 XG Boost 0.90 0.97 0.84 98.56 

3 Naive Bayes Classifier 0.92 0.94 0.85 96.74 

4 Support Vector Machine 0.94 0.94 0.84 95.52 

5 Decision Tree 0.89 0.89 0.79 85.94 

 

Table 3 Results Comparison of various Algorithms 

 

Reference Algorithm F1 Score Precision Recall  Accuracy (%) MAE  

[25] RNN Model  0.95 0.98 0.89 98.97 0.91 

[26] CYPA  0.97 0.98 0.92 98.98 0.93 

 Hybrid XG-Boost 0.99 0.99 0.94 99.42 0.94 

 

 

Conclusion 

These research findings demonstrate that 

Mobile Net is the most accurate for pest 

detection, ResNet 50 excels in leaf disease 

detection, and Random Forest offers the best 

accuracy for fertilizer prediction in providing 

essential services to farmers. Moreover, The 

proposed hybrid XG-Boost algorithm was 

compared with the existing CYPA and RNN 

models by using various performance metrics 

such as F1 score, precision, recall, accuracy, 

and MAE, as shown in Table 5.5. This 

holistic approach harnesses technology to 

empower farmers, increase productivity, and 

promote agricultural sustainability in 

Telangana. 
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