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Abstract 

Artificial intelligence has significantly benefited the development of medical informatics and 
biomedicine by making some approaches available for application, ranging from rule-based 
expert systems and fuzzy logic to neural networks and evolutionary algorithms. 
Evolutionary techniques are well known for handling nonlinear restricted optimization 
problems. After a few generations, the population typically converges to an area around the 
global optimum, thanks to the exploratory power of evolution-based optimizers. Although 
the search space can be effectively reduced by this convergence, most of the current 
optimization techniques continue the search over the original space, losing a significant 
amount of time on searching unsuccessful regions. One of the most important unresolved 
problems in pattern recognition, feature selection is an NP-hard problem from the 
perspective of algorithm creation. We propose a novel evolutionary-incremental feature 
selection method in this study. The suggested method allows for the application of a 
standard evolutionary algorithm (EA), such as a genetic algorithm (GA).To make typical EAs 
compatible with solutions that can have a variable length, this framework suggests certain 
general adjustments. The solutions about the primary generations in this framework are 
concise. The length of solutions can then be steadily expanded through generations. The 
primary components of the suggested solutions are (a) regular recording and monitoring of 
the patient's vital sign measures taken at home and (b) management of the patient's 
electronic medical records (EMRs).It aids in the pursuit of superior patient monitoring at 

home and prompt emergency response.  

Key words—Artificial intelligence; feature selection; medical conditions; learning method; 

genetic algorithms 

 

Introduction 

Accurately predicting cardiac illness has 
the potential to save lives, but a wrong 
diagnosis can be fatal. Numerous risk 
features, such as excessive cholesterol, 
obesity, raised triglyceride levels, and 
hypertension, increase the likelihood of 
developing heart disease. Heart failure 
happens when the heart's muscles are 
unable to pump blood as efficiently as 
they should [1]. Breathing problems could 
be brought on by lung blood clots. The 
heart gradually weakens or stiffens over 

time as a result of some cardiac disorders, 
such as narrowing of the heart's arteries 
or high blood pressure. If they receive the 
appropriate care, people with heart 
disease may live longer. Reduced alcohol 
use, quitting smoking, a low-fat, low-
sodium diet, 30 minutes of moderate 

exercise five days a week (or more), and 
other risk features can all help. Your 
doctor may also prescribe medicines if 
lifestyle changes aren't enough to keep 
your cardiac disease under control. If you 
have heart disease, the medication you 
take will be connected to your specific 
needs. If medication is ineffective for you, 
your doctor may advise a certain therapy 
or surgery. Depending on the type of heart 
illness and the degree of cardiac damage, 
a certain surgery will be performed. Age 
and a family history of early coronary 
artery disease are three well-established 

risk features for the genesis of heart 
disease in men/women [1]. Conventional 
features are autonomous, unstructured 
features that reflect the fundamental 
data. First, these techniques provide 
equal weight to the features and the 
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feature analysis and then combine them 

to create the source feature aggregation. 
Each analysis of the feature is converted 
via encoding to a hidden state vector that 
acts as the context representation. 
Finally, using a decoder based on context 
representation, features are created from 
a predetermined feature [9]. However, 
there are still considerable disadvantages 
to these previous methods. They don't 
consider if the features are present in the 
natural data; instead, they just extract 
them from the normal feature data, which 
results in the creation of features that do 
not appear in the feature analysis.  

The other sections of this paper are 
organized as follows: Section 2 introduces 
methodologies for evaluating feature 
analysis and its risk and Section 3 
provides an analysis of proposed feature 
analysis. The experiment and analysis of 
the data are presented in Section 4, and 
the proposed work is concluded in Section 

5. 

Previous Works: 

Feature selection is the process of 
describing the data by picking just a few 
of its original features [5]. The selection of 
features plays a crucial role, especially in 
applications with a lot of unnecessary 
functionality. The selection of features is 

reduced to a search problem given a 
criterion function [4, 6]. When there are 
too many features, an exhaustive search 
is impractical; instead, a heuristic search 
might be used. Sequential forward and/or 
backward selection is one of the 
algorithms that have demonstrated 
success in real-world settings [7, 8]. But 
none of them can ensure optimality in any 
way. Utilizing feature weighting, which 
gives each feature a real-value number to 
signify its relevance, can solve this issue 
in medical analysis [6]. An incorrect 
diagnosis can be catastrophic, yet 
accurately forecasting cardiac sickness 
has the potential to save lives. Heart 
disease is more likely to occur when 

several risk features, including high 
cholesterol, obesity, elevated triglyceride 
levels, and hypertension, are present. 
Heart failure happens when the heart's 
muscles are unable to pump blood as 
efficiently as they should [1]. Currently, 

many feature extra descriptor methods 

can be broadly divided into supervised 
and unsupervised methods [5]. The 
TextRank-based graph ranking algorithm 
was introduced [2] to find the 
relationships between probable features 
for unsupervised extra descriptor 
techniques. [11] used the Key Cluster 
method of clustering to find representative 
diagnoses from feature groupings. Using 
supervised machine learning methods, 
the feature extra descriptor task is 
transformed into a binary classification 
issue [7]. The Naive Bayes model (NB) is 
used to determine whether the patient 
diagnoses are features in the approach, 
which was created by [4]. It involves 

extracting patient features from diagnosis, 
calculating attributes like the feature 
value and location information for each 
patient phrase, and then using the NB to 
determine whether the patient diagnosisis 
a feature, through the C4.5 decision tree 
training classifier [12]. Support Vector 
Machine (SVM) was utilized by [13] to 
extract term usage features, such as 
diagnose frequency and diagnose location 
data. Conditional Random Field (CRF) was 
utilized by [14] to extract features from 
reports. The incremental method is one of 
the most popular and straightforward 
techniques for feature selection. There are 
two categories of incremental feature 

selection: forward selection and reverse 
elimination [3]. Online feature selection 
on a stream of data can benefit from 
incremental methods or modified versions 
of such methods [4]. Even though 
incremental feature selection approaches 
are straightforward and helpful in some 
unique situations. A probabilistic-
incremental strategy for feature selection 
was given in [5] as a solution to this 
problem. This technique chose features 
using the Las Vegas algorithm 
probabilistically. This method can carry 
out feature selection more effectively, 
according to the results that were 
reported. EAs are appropriate approaches 

for handling such problems because the 
feature selection procedure is 
computationally quite difficult. In a short 
amount of time, EAs can find less-than-
ideal solutions. GA [6] is one of the most 
well-liked and frequently utilized EAs. The 
most popular method of employing GA for 
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feature selection defines chromosomes as 

a bit string of length F. In this instance, a 
bit in the bit string represents each 
feature's presence. If a bit is set to 1, the 
associated feature is chosen; if not, it is 
not chosen. Numerous mobile 
applications for cardiology have been 
created to improve the research 
experiences of medical professionals and 
students [15–17]. Examples include (a) 
applications that show a 3D model of the 
human heart and let users view it from 
any angle, (b) calculators with frequently 
used formulas in cardiovascular medicine, 
(c) electrocardiography (ECG) guides with 
examples of various types of ECG and (d) 
tools for clinical practice and diagnosis. 

All of the aforementioned initiatives are 
targeted at medical professionals, 
primarily for instructional purposes and 
easy access to information for physicians. 
Furthermore, people who have heart 
issues shouldn't utilize them. In recent 
years, artificial intelligence (AI) has 
replaced both invasive and noninvasive 
diagnostic techniques to become the most 
promising technology for the identification 
of heart diseases. In [4], support vector 
machines (SVM) and multilayered 
perceptron neural networks (MLPNN) are 
evaluated for the identification of coronary 
artery disease (CAD) based on exercise 
stress testing (EST) data. The best 

strategy for predicting outcomes for 
postoperative cardiac patients is neural 
networks, according to [13]. To support 
non-specialist staff members' clinical 
judgment in the assessment of patients 
with heart failure, an AI-based Computer-
Aided Diagnosis system is developed [16]. 
The system determines the patient's 
pathogenic condition and highlights the 
use of four AI-based techniques to 
discover potential irritants: neural 
networks, support vector machines, 
decision trees, and fuzzy expert systems 
with genetically derived rules.Neural 
networks produced the greatest results, 
with an 86% accuracy rate. It is a difficult 

and complex task to automatically 
analyze cardiology tests, and several 
expert systems, neural networks, and 
case-based reasoning techniques have 
been developed in this area [17]. 

1. Proposed Work: 

There is a vast amount of patient data in 

the medical industry. It is necessary to 
mine this data using various machine-
learning techniques. To make accurate 
diagnostic conclusions, healthcare 
professionals analyze this data. Clinical 
aid can be provided by analyzing medical 
data with categorization algorithms. But 
nobody has developed a correlation 
equation that can be used to pinpoint the 
patients specifically. Previous studies 
have used medical information for 
classification purposes to help identify the 
patient's precise condition. To detect 
cardiac patients early on without 
angiography and CT angiography, this 
study used basic data as well as some 

relevant clinical data. The primary 
contributions of this researchare as 
follows: Artificial neural network (ANN) 
and curve-fitting techniques were used to 
develop the correlation. The identification 
of cardiac patients can be done by experts 
using a model of an artificial neural 
network (ANN). Results from an ANN-
based model are extremely accurate. The 
difficulties and parameters connected to 
cardiac disease have been identified for 
testing and identification purposes after a 
thorough discussion of the condition and 

a selective literature review.  

The Kaggle database has been used to 

collect the data. The models' 
performances have been contrasted. The 
findings indicate that these linkages can 
make it simpler and more accurate to 

identify cardiac patients.  

We suggest a preprocessing technique to 
enhance the Principal's performance in 
two parts to Principal Component 
Analysis (PCA) for classification issues; 
the first step involves calculating the 
weight of each feature using a feature 

weighting algorithm.  

The features that have weights greater 
than a certain threshold are then chosen. 
The second phase is then applied to the 

chosen feature attributes.  

The second phase involves changing 
feature variances until they match the 
significance of the features. We analyzed 
that the performance of PCA will improve 
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in classification issues by utilizing the 

benefit of step 2 to disclose the class 

structure.  

One of the best techniques for evaluating 
the quality of features is shown in 
Algorithm 1.  

Algorithm 1: 
Step 1: Initialization: Feature Descriptor 

FDie.,   𝐹𝐷 = {(𝑥𝑖 , 𝑦𝑖)}𝑖=1𝑁 , y is the feature 
class labels described from 1 to fc, fc is the 

number of feature classes; 

Step 2: Set Feature Weights FWjie., FWj=0, 
as the number of iterations takes place 
the FW increases slowly with T which is 
the number of iterations varies as 0 ≤ j ≤ 
t; 

Step 3:  

loop for FL = 1 to T, where FL is feature-

length 

select a feature pattern FPx from FD with 

feature class fc; 

findk closest feature fits Ff from feature 

class fc chosen; 

for each feature class fc, find identical 

feature class fi, where fi ≠ fc; 

from feature class fi, find k closest non-

feature patterns FNPx (fi); 

for j = 1 to t 

compute Feature Nearest Weights 
FNWjie., 
 𝐹𝑁𝑊𝑗 = ∑ |𝑥𝑐𝑗 − 𝐹𝑓𝑗| 𝑇 ∗ 𝑘⁄𝑘𝑖=1 +  ∑ |𝑥𝑐𝑗 − 𝐹𝑁𝑃𝑥(𝑓𝑖)| 𝑇 ∗ 𝑘⁄𝑘𝑖=1  

 

end 

end 

In Algorithm 1,the main purpose is to 
calculate the weights of features 
repeatedly based on how well values can 
differentiate between similar cases. The 
original work deals with the entire data 
and divides problems into two kinds [12]. 

In particular, it lacks the means to get rid 

of redundant features [13]. Algorithm 1 
employs a strategy based on K-nearest-
neighbor algorithms as 
proposedinAlgorithm 1, which uses the 1-
nearest-neighbor method. The 
pseudocode for this algorithm is shown in 
the pseudocode of Algorithm 1. The idea 
of distributed model learning, which 
enables the agent to learn and store the 
details of the final model, is a crucial 
component of this method design 
employing two modules as opposed to 
one. It is insufficient to try to encode the 
model of a complex learning problem in a 
single structure.The quantity of data 
needed to store the model must be split 

among multiple modules.The descriptor 
type feature and the parameter feature 
are added to the existing module used to 
store the final model in the proposed 

design.  

A third module, the assembler, is utilized 
to combine one descriptor type and one 
vector of parameters into one executable 

descriptor during the learning phase.  

The following are the roles that each of 

the three modules plays.  

Descriptor-type features: 

(i) get knowledge from the scalar 

reward (r), where r is the descriptor type 
should the agent carry out in the 
upcoming time stage,  
(ii) The temporal difference error TD 
instructs the parameter feature, here the 
parameter vector p is most appropriate for 
the descriptor type that the descriptor 
type feature has provided.  
(iii) The descriptor to be carried out by 
the agent is assembled by the assembler 
using the descriptor type at and the 
parameter vector p. Feature learning is 
implemented using descriptor type 
features [8].  
(iv) Finding the ideal descriptor type 
for each circumstance is the main goal of 

this module.  
(v) The learning process in this 
module is quick and reliable because 
there are a limited amount of activities, 
even when the states arecontinuous 
vectors. The fundamental standards 
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applied in each of the threefeatures' 

decision mechanisms are listed in Table 

1.  

 
Table 1: Patient Feature and Learning 

Decision 

Se

t 

Patient 

feature 

Fuzzy 

Class 

Learning 

Decision 

A Heart 

Failure 

 Class 
variabl
e  

 Age 

 Durati
on of 

Rate 
Control 

 Activi
ty is 
limite
d for 
the 
durati

on 

B Heart 

disorders 

 Durati
on of 
Rate 
Control 

 Aortic 
root 
dilatati
on 

 Limite
d 
Medic
ation 

C Hypertensi

on 

 Age 

 Blood 
Pressu
re 

 Limite
d 
Medic
ation 

 

 
Other criteria are better used as 
distributed variables rather than being 
separated into fuzzy variables. The choice 
may involve beginning, stopping, or 
adjusting a pharmaceutical regimen, 
activity restriction, or surgical 
intervention.  The features are intended 
for use by general practitioners, 
cardiologists, and other medical 
professionals. Although general 
practitioners may find features to be of 
great use when called upon to care for a 
cardiologic patient, cardiologists gain 
greatly from them. Our objective for 
feature selection in heart identification is 

to select a few Gabor wavelets to get the 
best level of accuracy. This paper's 
method is comparable to the [14]. The 
main differences between the suggested 
strategy and the [14] methods are as 
follows: We employ a set of fixed locations 
rather than the adjustable locations used 

by the proposed work to extract Gabor 

features from distinct hearts. We choose 
the optimum locations to extract features 
using an EA as opposed to the proposed 
work, which chooses the areas to extract 
Gabor features through a matching 
approach for each heart feature. In 
contrast to the proposed work, which 
extracts a particular set of Gabor 
coefficients at each position, we simply 
extract one Gabor coefficient per feature 
location. The parameters of the applied 
Gabor wavelets at each location are 
selected from an EA. Four parameters 
make up a Gabor wavelet, as mentioned 
in algorithm 1. If a feature picture has a 
resolution of 512x512 pixels and has 256 

potential values for and, then 10000 
distinct Gabor wavelets can be used to 
extract 10000 different features from each 
feature image. 

2. Comparative Results and 

Discussions: 

A feature of about 200 heart classes from 
the clinical database was utilized to 
generate the experimental results. Set A of 
100 heart classes was used to choose the 
features, while Set B of 100 heart classes 
was utilized to assess the selected 
features, and Set C of 100 heart classes 
was utilized to analyze the selected 

features. Two 72 x 58-pixel frontal heart 
photos are included in each heart class. 
The features on these feature hearts have 
been standardized in terms of size, 
rotation, and location. In the tests, the 
fitness function of each prospective 
solution is compared against the 
effectiveness of heart recognition using 
the selected features. Therefore, 
employing the selected features is 
necessary to train and test the feature 
recognition system. Set A: For this, one 
training image and one test image from 
each class were used. The fitness value 
for a subset of features on set A is 
therefore equal to the accuracy 
determined using that subset of features. 

Upon completion of the EA, the best 
features are selected by the most 
successful feedback from the most recent 
feature.To determine the quality of this 
feature set, it is evaluated on set B. 
Depending on how well set B's heart 
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recognition performs, we can determine 

whether the final feature is over-fitted. In 
other diagnoses, if the final features yield 
more accuracy on set C, they are closer to 
the ideal features. Table 1 shows the 
specification of the final optimal attributes 
using the method we recommend. The 
number of features that were chosen as 
well as the effectiveness of heart 
recognition on sets A, B,and C are 

displayed in Table 1.   

Table 2: Comparative analysis of 

feature selection learning model with 

previous works 

Model 

/ 

Param

eters 

Increm

ental 

GA 

Vari

able 

Leng

th 

GA 

Increm

ental 

IWO 

Propo

sed 

Work 

No. of 

selecte

d 

feature

s 

40 90 25 55 

Accura

cy of 

feature

s on 

Set A 

(%) 

98 98 98 98 

Accura

cy of 

feature

s on 

Set B 

(%) 

92 89 93 92 

Accura

cy of 

feature

s on 

Set C 

(%) 

93 91 94 94 

 

Table 2 displays the specification of the 

ultimate best features utilizing variable 
lengthGA. The amount of features that 
were chosen as well as the effectiveness of 
heart recognition on sets A and B are 
displayed in the table below.  Table 2 
displays the specification of the top choice 
in the most recent iteration of the 
suggested evolutionary-incremental IWO-
based feature selection method. Table 2 
displays the accuracy values for each set. 
The table shows that all of the generation 
models outperform the conventional 
baseline approach. The proposed work 
uses a decoder with feature-aware 
capability and an attention mechanism to 
aggregate the feature information for each 

diagnosis in the diagnosis content. With 
the proposed work, the ability to produce 
learning-sensitive features has been 
improved. 

Conclusions and Future Scope: 
Datasets from public clinical are 
compared. Table 2 shows that all of the 
generation models outperform the 
conventional baseline approach. 
Furthermore, it should be noted that the 
model proposed in this research greatly 
outperforms the baseline model in both 
datasets.The feature's descriptor has a 
guiding influence on features; the 
feature's semantic content is not taken 

into account. We offer a feature descriptor 
methodology that combines feature 
analysis and patient health diagnosis. It 
uses feature semantics as a guide for 
encoding feature terms. A feature-aware 
decoder is employed during the decoding 
process. As a result, the proposed model 
generates features of higher feature 
descriptors. The experimental results 
show that the betterfeature information 
found in the feature's latent feature may 
be more efficiently used by the proposed 
model in this study. The proposed modelis 
improved compared to other methods and 
can generate features with excellent 
accuracy in terms of feature prediction. 

The relative effectiveness of the suggested 
evolutionary-incremental framework for 
feature selection was assessed in the 
tests. The suggested method can be used 
for other optimization issues, such as 
clustering, which has solutions of varying 

lengths. 
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