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Abstract: Image labeling is an interesting job whose 

goal is to automatically come up with words that 

describe what's in pictures. Cognitive computing has 

garnered attention in recent years because to its 

potential applications in computer vision and natural 

language processing. Our research aims to construct a 

complicated Image Caption Generator to assist 

individuals understand and define themselves. We 

achieve this using the CNN and LSTM models, two 

strong neural network architectures. CNN decodes in 

our system. It looks at the images you give it and 

pulls out important visual information that you need 

to understand what's in the pictures. It has been 

shown that the CNN is very good at finding patterns 

and things in pictures, which makes it a great part for 

extracting image features. LSTM, on the other hand, 

is a processor. It gets the extracted visual features 

from CNN and turns them into a text that makes 

sense and explains the picture content. The LSTM is 

good at this because it can handle data that comes in 

a certain order and understand how words depend on 

each other well. By combining CNN and LSTM, our 

model can easily combine the language knowledge 

with the visual information from the pictures to make 

subtitles that are correct and make sense in the given 

context. Our Image Caption Generator would be able 

to use this mixed method to include both basic visual 

details and complex philosophical ideas in the 

subtitles it creates. After making the captions, we use 

BLEU Scores to judge the quality of our model. The 

BLEU measure, which stands for "Bilingual 

Evaluation Understudy," is often used in NLP  tasks 

to check how close created sentences are to reference 

sentences. It helps us figure out how well and how 

quickly our picture annotation system works. In 

conclusion, our Image Caption Generator is a useful 

tool for creating natural language descriptions of 

pictures. Our system can correctly and successfully 

write subtitles for a wide range of pictures by mixing 

the power of CNN and LSTM models. This 

technology has a lot of promise for many uses, such 

as helping people who are blind or have low vision, 

making picture search engines better, and making it 

easier to analyze video material.  

Keywords : Convolution Neural Network (CNN), , 

Long Short term Memory,BLEU. 

1. INTRODUCTION 

There are pictures all around us, on social media, and 

in the news all the time. People are the only ones who 

can recognize photos. Image recognition is something 

that people can do without words, but computers 

need to be taught how to do it first. Input vectors are 

used by the encoder-decoder design of picture 

caption generator models to make subtitles that are 
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correct and relevant. Computer imaging, DL, and 

NLP are all brought together in this view. Before 

using a common language like English to describe 

something, you need to understand and know what 

the picture is about. Our strategy relies on CNN and 

LSTM models. The customized software employs 

CNN to encode and LSTM to decode text and add 

subtitles to acquire visual features. For example, 

image captioning can help the blind with text-to-

speech by showing real-time information about the 

scene over a camera feed. It can also improve social 

medical pleasure by redoing labels for pictures in 

social feeds and spoken conversations.Helping kids 

name chemicals is a part of learning the language. 

Every picture on the internet should have a 

description. This would make it easier to find real 

photos and browse through them faster. Images with 

captions are used in biotechnology, business, the 

internet, and apps like self-driving cars (which can 

use them to describe the area around them) and 

CCTV cameras (which can set off alarms if they see 

anything suspicious). Simple  DL explanations are 

the focus of this work. 

Labeling images requires computer vision and NLP. 

It is amazing progress in artificial intelligence for a 

machine to be able to write captions for pictures like 

a person can. The most important part of this work is 

showing how the things in the picture are connected 

in a language that people understand, like English. 

Within the past, computers have used predefined 

themes to create written titles for photos. But this 

method doesn't offer enough variety to make lexically 

rich text summaries. This flaw is no longer there 

because neural networks have become more useful. A 

lot of cutting-edge models use neural networks to 

make subtitles. They take pictures as input and guess 

the next word that will be used in the sentence as 

output. 

 

Fig 1 Example Figure 

The project's goal is to turn a picture that is fed into it 

into a writing description. The project's goal is to use 

DL and NLP to find all the items and characteristics 

in a picture, figure out how they relate to each other, 

and then write subtitles that describe each feature. 

Building an image description generator is the main 

goal. This way, we can pick a random picture and 

have our model look at it and come up with some 

titles. 

2. LITERATURE REVIEW 

Convolutional Image Captioning: 

This is a hard but important job that can be used for 

virtual helpers, editing tools, picture tracking, and 

helping disabled people. Its problems come from the 

fact that there are many different and unclear ways to 

describe images. Using RNN with LSTM units, 

picture labeling has come a long way in the past few 

years. Even though LSTM units are great at 
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remembering relationships and making the 

disappearing gradient problem less of a problem, they 

are complicated and naturally work in a certain order 

over time. New research has shown that neural 

networks can help with machine translation and 

conditional picture generation, which is a way to 

solve this problem. Because of how well they did, we 

came up with a convolutional picture labeling method 

in this study. We show that it works on the difficult 

MSCOCO dataset, where it has the same level of 

success as the baseline but takes less time to train for 

each set of parameters. We also do a thorough study 

and give strong arguments in support of 

convolutional language creation methods. 

Deep Compositional Captioning: Describing Novel 

Object Categories without Paired Training Data: 

Recently developed DNN models have shown 

promise at describing images, but they mostly depend 

on texts that have both images and sentence subtitles 

to put things in context. To solve the problem of 

making descriptions of new things that aren't in 

paired image-sentence datasets, we present the Deep 

Compositional Captioner (DCC). Our method does 

this by using big datasets for object recognition, 

outside text collections, and sharing information 

between ideas that are conceptually related. Even 

though they were taught with big object recognition 

datasets like ImageNet, current deep caption models 

can only explain things that are in paired image-

sentence texts. On the other hand, our model can 

write statements that describe new things and how 

they connect with other things. For example, we 

show that our model can describe new ideas by 

testing it on MSCOCO and showing qualitative 

results on ImageNet pictures of things that don't have 

paired image-caption data. We also make our method 

more general by describing things in movie clips. Our 

results clearly show that DCC is better than other 

picture and video labeling methods at creating 

descriptions of new items in their natural setting. 

Neural Machine Translation by Jointly Learning 

to Align and Translate: 

New machine translation method is neural machine 

translation. Neural machine translation uses a single 

neural network to optimize translation outcomes, 

unlike statistical machine translation. Encoder-

decoder families now include new neural machine 

translation models. Encoders convert source lines 

into fixed-length vectors that decoders utilize to 

translate. We argue in this study that employing a 

fixed-length vector is hindering this fundamental 

encoder-decoder design. We aim to enhance it by 

letting a model automatically (soft-)search for source 

phrase fragments that forecast a target word without 

having to build them as hard segments. When 

translating from English to French, this new 

technique is approximately as fast as the best phrase-

based system. Qualitative study confirms the model's 

delicate linkages with our thoughts. 

Show and Tell: Lessons learned from the 2015 

MSCOCO Image Captioning Challenge: 

How to automatically describe an image is a major 

AI challenge that combines computer vision and 

NLP. We describe a deep recurrent generative model 

that combines computer vision and machine 

translation advances. This model generates natural 

visual descriptions. Learning from the training image, 
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the model improves goal description line likelihood. 

Tests on diverse data sets reveal that the model is 

valid and that visual descriptions teach it natural 

language. We subjectively and statistically test our 

model to ensure accuracy. Finally, the new COCO 

dataset was used in a 2015 contest since this task is 

so popular. We discuss our baseline adjustments and 

demonstrate how well it performed in the 

competition, which we won with a Microsoft 

Research team. We provide an open-source 

TensorFlow application. 

Show, Attend and Tell: Neural Image Caption 

Generation with Visual Attention: 

We introduce an attention-based approach that 

automatically describes images. It uses modern 

machine translation and object recognition research. 

We discuss training this model deterministically 

using traditional backpropagation techniques and 

stochastically by maximizing a variational lower 

limit. We also use pictures to demonstrate how the 

model might learn to focus on essential subjects and 

sequence their words in the output. Attention yielded 

the greatest results on Flickr8k, Flickr30k, and MS 

COCO. 

3. METHODOLOGY 

Our suggested Image Caption Generator uses the 

power of CNN and Long Short-Term Memory 

(LSTM) designs to connect language and visual 

understanding in a smooth way. As the decoder, CNN 

expertly handles incoming pictures to pull out 

important visual details needed to understand image 

information. Image feature extraction is what the 

CNN does best, and it is famous for how well it can 

tell the difference between patterns and things. The 

LSTM, on the other hand, decodes the image content 

by using the extracted visual features to make words 

that make sense and describe the image content. The 

LSTM does its job well because it is good at dealing 

with sequential data and figuring out how words 

depend on each other. 

 

Our model can combine visual and verbal 

information using this combined CNN-LSTM 

method, which gives us correct subtitles that make 

sense in the given context. After making captions, we 

check the quality of our model using BLEU Scores, 

which are a common way to measure phrase 

similarity against reference sentences in NLP tasks. 

This way of testing makes sure that our picture 

labeling system works well and correctly. Basically, 

our Image Caption Generator is a useful tool for 

explaining pictures in everyday language. It could be 

used to help people who are blind or have low vision, 

make image search engines better, and advance the 

study of multimedia material. 

Benefits: 

• Our suggested system combines the best 

parts of CNN and LSTM designs to make it 

work smoothly with language 

understanding. This creates subtitles that are 

very detailed and relevant to the pictures. 

• The CNN does a good job of finding 

patterns and objects in pictures, and the 

LSTM's ability to work with sequential data 

and notice word relationships makes sure 

that statements make sense. This combo 
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makes the process of making subtitles more 

accurate, so the labels that are made 

correctly describe what the pictures are 

about. 

• The suggested method is flexible and can 

make subtitles for a lot of different types of 

pictures in many different areas. It can 

handle different kinds of visual material and 

change to fit different kinds of language and 

situations, which makes it useful for many 

things. 

• BLEU Scores make sure that the created 

subtitles are evaluated objectively against 

reference words, giving a numeric measure 

of how well the system works. This makes it 

possible to keep tweaking and improving the 

model, making sure it works well and is 

reliable in real life. 

 

Fig 2 System Architecture 

Modules 

We have created the following modules in order to 

carry out the aforementioned project. 

• Data exploration: this module will be used to 

import data into the system.  

• Processing: data will be read for processing 

using this module. 

• Splitting data into train & test: The data will 

be separated into train and test using this 

module. Building the model – CNN - LSTM 

• User signup & login:  By using this module, 

you may register and log in. 

• User input: This module provides input for 

forecasting. 

• Prediction: the final forecast is shown 

 

4. IMPLEMENTATION 

Algorithms: 

CNN:  

A Convolutional Neural Network (CNN) is a type of 

DL program that works really well for jobs that need 

to recognize and process images. It has many layers, 

such as fully linked layers, convolutional layers, and 

pooling layers. 

The most important part of a CNN is its 

convolutional layers, which are where filters are used 

on the raw picture to pull out features like lines, 

colors, and shapes. The convolutional layers' output 
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is then sent to the pooling layers. These layers down-

sample the feature maps, which means they make the 

space smaller while keeping the most important data. 

One or more completely connected layers receive 

pooling layer output. These layers guess or categorize 

images. LSTM: 

Long Short-Term Memory RNN. The previous step's 

result feeds the current step in RNN. Hochreiter and 

Schmidhuber invented LSTM. It addressed RNNs' 

long-term dependency, where they couldn't predict 

the word in their long-term memory but can guess 

better with additional data. RNN performs poorly as 

the gap lengthens. LSTM stores data for a long period 

by default. It predicts, groups, and handles time-

series data.  

Long Short-Term Memory (LSTM) Recurrent Neural 

Networks (RNNs) operate well with series data like 

audio, text, and time series. Sequential data may 

teach LSTM networks long-term associations. This 

makes them ideal for language translation, voice 

recognition, and time series prediction. 

The greedy search algorithm is a simple and effective 

way to decode text. It is used in NLP jobs like picture 

labeling. 

It works in a certain order by guessing one word at a 

time based on the meanings of the words that came 

before it. 

At each step, the word with the highest conditional 

chance is picked, which is the best choice in that area. 

Greedy Search: 

Greedy search doesn't look at other word choices or 

different tracks, so it's easier on the computer than 

search methods that are more complicated. 

It works well for jobs that need to be done quickly 

and where a slightly less-than-perfect finish is fine. 

Beam Search: 

Beam search is an intuitive search method that is 

used to come up with words for things like picture 

captions. 

It goes further than greedy search by looking at more 

than one possible sequence (beam) at each step. 

At each step, beam search comes up with possible 

next words and uses the language model to figure out 

how likely each one is. 

It cuts down the sequences so that only the top 

beam_index options with the highest total 

probabilities are kept. 

Beam search adds to the sequences that have been 

kept over and over again until they hit their 

maximum length or an end code is generated. 

The end result is the order that has the best total 

chance out of all the options that were made. 

 

5. EXPERIMENTAL RESULTS 
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Fig Home page 

 

Fig 4 Image upload 

 

Fig 5 Beam Search Caption 1 

 

Fig 6 Beam search caption 

 

Fig 7 Beam search caption 

 

Fig 8 Beam search caption 
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Fig 8 Beam search caption 

6. CONCLUSION 

To conclude, the image description project helped 

computer vision and NLP. By combining DL models 

with powerful image recognition algorithms, the 

project has described many images accurately and 

informatively. The image description generator is 

very good at understanding and interpreting visual 

material. It does this by using convolutional neural 

networks (CNNs) to pull out picture features and 

recurrent neural networks (RNNs) to generate words. 

By combining verbal and visual data, the model has 

been able to come up with subtitles that really get at 

what the pictures are about and give descriptions that 

people can understand and enjoy. It can make things 

easier for people who are blind or have low vision by 

giving them full explanations of things they can't see. 

The generator can also be used in photo tracking and 

search engines, which makes it easier to find specific 

pictures based on what they're about. In addition, it 

could be used in robots, social media, and making 

content. 

7. FUTURE SCOPE 

Fine-tuning with domain-specific data: Training the 

model with datasets that are special to a domain can 

help it do a better job of writing labels for medical 

images, fashion photos, or sports videos. Adding 

specific data to the model can help it become more 

accurate and useful in a certain situation. Multimodal 

designs: Looking into multimodal systems that can 

combine text and images well can help make picture 

captions stronger and more accurate. For a better 

understanding of visual material, models like Visual 

Question Answering (VQA) models, which accept 

both picture and word inputs, can be used. Attention 

mechanisms: Adding attention mechanisms to the 

model design can help the creator focus on certain 

parts of a picture or items when writing descriptions. 

Attention processes can make it easier for visual and 

written elements to line up, which can lead to more 

accurate and relevant subtitles. Better handling of 

complicated scenes: In the future, it might be helpful 

to make the model better at understanding 

complicated scenes, vague ideas, or pictures that 

aren't clear. This could mean trying new methods like 

adding more than one text to each picture or using 

outside sources of information to help the model 

understand different kinds of visual material better. 

comments from users and personalization: Letting 

users give comments on the created titles can help the 

model get better over time. Adding ways for users to 

give feedback and using that feedback during training 

can help create custom comments that are more in 

line with what each user wants. 
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