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Abstract 

The widespread adoption of Fog computing has ushered in new possibilities for efficient data processing and 

reduced latency at the network edge. However, the integration of edge and fog devices into the computing 

ecosystem introduces security challenges that demand comprehensive solutions. In this research, we address security 

threats in the Fog computing environment and propose an enhanced multimodal biometric authentication system 

(MBAS) that leverages face, ear, and hand vein images. Feature extraction techniques using Independent 

Component Analysis (ICA) and Linear Discriminant Analysis (LDA) are applied to enhance the discriminative 

power of the biometric traits. To further improve the accuracy of authentication, we employ a feature fusion 

mechanism based on Grade Level, Multi-Objective Mode Optimization Genetic Algorithm (MOMGA) feature 

selection is used to select the most relevant and discriminative features for classification. The authentication process 

is performed using the K-Nearest Neighbors (KNN) classifier. The effectiveness of the proposed method is 

evaluated using a real-world dataset comprising face, ear, and hand vein images collected from a diverse set of 

individuals. Experimental results demonstrate that the proposed approach achieves superior authentication accuracy 

compared to conventional biometric systems. Additionally, the use of MOMGA feature selection enhances the 

model's generalization capability and improves the system's resistance to attacks. 

Keywords: Fog computing, multimodal biometric authentication, Independent Component Analysis, Linear 

Discriminant Analysis, Grade Level fusion, Multi-Objective Mode Optimization Genetic Algorithm. 

1. Introduction 

Fog computing has emerged as a promising paradigm that extends the capabilities of cloud computing closer to the 

edge of the network, thereby enabling faster data processing and reduced latency for applications and services [1]. 

However, the integration of edge and fog devices into the computing ecosystem introduces new security challenges 

that need to be addressed to ensure the confidentiality, integrity, and availability of data and services. Various 

researches [2] aims to explore security threats in the fog computing environment and propose an enhanced MBAS 

using feature-level optimization within the edge and fog paradigm. The rapid growth of Internet of things (IoT) [3] 

devices and the increasing demand for real-time data processing has led to the adoption of fog computing as a viable 

solution. Fog computing's ability to handle data at the network edge has shown promising benefits, such as 

improved response times and reduced data transfer to the cloud. Nevertheless, this shift also opens new attack 

vectors, as edge and fog devices may lack robust security measures compared to traditional centralized cloud data 
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centers [4]. The motivation behind this research lies in the need to comprehensively address security concerns in the 

fog computing environment, especially when it comes to implementing authentication mechanisms that can 

guarantee secure access to sensitive data and services. 

The main problem addressed in this research is the security threats present in the fog computing environment, 

particularly in the context of MBAS [5], which combines multiple biometric traits, such as fingerprints, facial 

features, voice, or iris patterns, to enhance the accuracy and reliability of the authentication process [6]. However, 

integrating this approach within the edge and fog computing paradigm poses significant challenges. Some key 

aspects of the problem include vulnerabilities in edge and fog devices, data privacy and confidentiality, network 

connectivity and reliability, feature level optimization. Edge and fog devices, being resource-constrained [7], may 

lack the necessary security measures, making them susceptible to various attacks, including physical tampering, 

malware injections, and unauthorized access.  As fog computing involves processing [8] and storing data at the 

network edge, ensuring data privacy and confidentiality becomes critical, especially when dealing with sensitive 

user information used for biometric authentication. The intermittent connectivity [9] and dynamic nature of edge and 

fog devices can lead to disruptions in communication, potentially impacting the authentication process. Ensuring 

authentication reliability under varying network conditions is a vital challenge. To achieve accurate MBAS [10], 

feature-level optimization is necessary to select and combine relevant biometric features effectively. However, this 

optimization process needs to be performed efficiently and securely within the constrained fog computing 

environment. So, this research seeks to propose an enhanced MBAS that addresses the security threats in the fog 

computing environment by considering feature-level optimization while ensuring data privacy, reliability, and 

efficiency in edge and fog-based authentication systems. So, the novel contributions of this work are as follows: 

 Proposed an enhanced MBAS for the fog computing environment by integration of face, ear, and hand vein 

images as biometric modalities for authentication. 

 Utilized ICA and LDA for feature extraction to enhance discriminative power and employed Grade Level 

fusion to combine features from different modalities effectively. 

 Introduced MOMGA for feature selection, optimizing multiple objectives simultaneously and KNN 

classifier for final authentication decision-making. 

 Demonstrated the effectiveness of the proposed system in enhancing security and accuracy of user 

authentication in edge and fog computing environments. 

Rest of the paper is organized as follows: section 2 contains the related works with biometrics modes of operation. 

Section 3 focused on detailed operation of proposed MOMGA feature selection process. Section 4 focused on 

implementation of proposed MBAS with ICA, LDA, feature fusion, MMOGA. KNN stages. Section 5 focused on 

simulation results, discussion of performance measures, and comparison. Finally, section 5 concludes the article 

with possibility of future enhancement. 

2. Related works 

The word bio refers to life and metric refers to measurement. The science and technology known as biometrics are 

used to identify people by their bodily and or temperament. The information gathered from a component of the 

human body, such as fingerprints, palm veins, facial photographs, ear patterns, eye patterns (iris and retinal scan), 

DNA, and hand veins, is used to infer biological function. Voice, signature, movement, typing rhythm, and other 

cognitive traits are connected to a person's pattern of conduct. In [11] authors presented a framework that combines 

AI and IoT for health monitoring applications. The authors discuss the potential benefits and challenges of 

integrating these technologies to improve healthcare systems. In [12] authors survey focuses on the fusion of 

multimodal medical signals using AI techniques for smart healthcare systems. The authors review various 

approaches and methodologies employed in this domain. In [13], the authors provide a review of AI-based sensors 

used in next-generation IoT applications, with a focus on their potential in healthcare and other domains. In [18] 
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authors proposed a resource-aware and secure framework for wearable healthcare systems. The authors address the 

challenges of data security and resource management in such systems. In [19] authors explored the integration of 

edge-cloud computing and AI for the Internet of Medical Things (IoMT) and discuss the architectural considerations 

and applications. In [20] authors proposed the concept of "Crowd-IoT," which involves crowdsourcing data in IoT 

applications. The authors discuss the architecture, security implications, and potential applications of this approach. 

In [21] authors investigated the secure deployment of the Internet of Robotic Things (IoRT). They analyze the 

architecture, applications, and challenges related to the integration of IoT and robotics. In [22] authors focused on 

enhancing the performance of intrusion detection systems (IDS) for detecting attacks on IoT and edge devices. The 

author presents techniques to improve the accuracy and efficiency of IDS in these environments. In [23] authors 

presented a review of biometric information protection using fingerprints-based steganography. The authors discuss 

methods to secure biometric data in IoT and other applications. In [24] authors proposed a linear adaptive 

congestion control mechanism, LACCVoV, for optimizing data dissemination in vehicle-to-vehicle communication. 

The study focuses on enhancing communication efficiency in vehicular IoT scenarios. In [25] authors presented a 

zero leakage OTMP-P2L scheme for edge security access. The authors focus on improving trustworthiness and 

security in edge computing environments. In [26] authors explored the potential of Low Power Wide Area Networks 

(LPWAN) and embedded machine learning in advancing wearable devices. The study highlights their role in the 

next generation of IoT-enabled wearables. In [27] authors provided an overview of enabled technologies and future 

challenges on the Internet of Things (IoT) domain. The authors cover various aspects of IoT, including enabling 

technologies and potential issues. In [28] authors analyses privacy-preserving edge computing and IoT models 

specifically in the healthcare domain. The authors discuss techniques to ensure data privacy and security in 

healthcare applications. In [29] authors proposed a big data-driven scheduling optimization algorithm for Cyber-

Physical Systems (CPS) using cloud platforms. The study aims to improve efficiency and resource allocation in CPS 

scenarios. In [30] authors discussed the transfer of activity recognition models in Fog Computing architectures. The 

authors explore techniques to efficiently transfer models for improved data processing in Fog-based IoT scenarios. 

2.1 Biometrics and Mode Types 

The importance of the biometric in recent years has been increased with the need for accuracy. Biometric based 

technology is simple, convenient, user friendly, highly secure, socially acceptable, cannot be forgotten or stolen, 

always available and hold identical feature set, hence it endorses to use in an application that requires higher 

security. Figure 1 shows the various biometric traits of a person that can be used for authentication purpose.  
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Fig. 1. Biometric traits to identify a person. 

 

2.2 Mode of Operation 

Depending upon the application, a biometric system operates in various modes like enrolment mode, verification 

mode and identification mode (Behera, N. K. Set al. 2022). They are explained as follows 

Step 1-Enrolment Mode: First, a user must register his/her biometric trait in the system. In this mode, the user's 

raw data is collected, processed, and its points are obtained. These characteristics are then saved as a master 

template along with further details like a name or roll number. This master template is compared with test template 

for recognition. Figure 2 shows the enrolment process of a biometric system. 

Step 2-Verification Mode: To begin, a user is required to register their unique biometric characteristic within the 

system. The raw data of the user is gathered in this mode, and then it is processed, and its points are obtained. After 

that, these attributes are added to an existing master template alongside additional information such as a name or roll 

number. During the recognition process, this master template and the test template are compared to one another. The 

enrolment procedure for a biometric system is depicted in Figure 3. 
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Fig. 2. Enrolment process of biometric system. 

 

Fig.3. Steps in an identification system's verification mode. 

Step 3-Identification Mode: By using the identification mode to search all user templates in the database, a person 

can be identified. In this case, the user is not required to supply any identity information to the system. To determine 

his or her identification, the system runs a one-to-many comparison. The steps in an authentication system's 

identification mode are shown in Figure 4. 

3.Multi-Objective Mode Optimization Genetic Algorithm (MOMGA) 

The simultaneous optimization of numerous objective functions is necessary for many real-world issues. These 

objective functions frequently clash, leading to a collection of optimal solutions rather than one. The existence of 

multiple solutions is since no single solution can be deemed superior in terms of all the objective functions. Pareto-

optimal solutions are what these solutions fall under. A multi-objective function is generally formulated as in 

equation 1 𝑀𝑖𝑛𝑀𝑎𝑥 𝑓𝑔𝑖(𝑥) 𝑓𝑜𝑟 𝑖 =  1 … … . . 𝑁𝑜𝑏𝑗       (1) 

Subject to {𝑓𝑔𝑗 (𝑥𝑧) = 0 , 𝑗𝑦 = 1 … … 𝑀𝑌𝑣ℎ𝑘(𝑥𝑧) ≤ 0, 𝑘𝑑 = 1 … … 𝐾𝐷       (2) 

Here, 𝑓𝑔𝑖 is the 𝑖𝑡ℎ objective function, 𝑥𝑧 is the decision vector that represents a solution, 𝑁𝑜𝑏𝑗 is the number of 

objectives, MY and KD represent the equality and inequality restrictions, respectively. When comparing two 

solutions in multi-objective optimization, the concept of dominance is applied. A feasible solution is termed non-

dominated while addressing an optimization problem if it is not dominated by any other conceivable solutions. The 

following strategy is used to identify a set of non-dominated solutions. If 𝑥(1) is strictly superior to 𝑥(2) in at least 

one objective and not poorer than 𝑥(2) in any objective, then 𝑥(1) wins (2). If both requirements are met, solution 
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𝑥(1) is superior to solution 𝑥(2), or vice versa (Deb et al. 2001). A pareto set is a collection of non-dominated or 

perfect solutions in the decision space, and a pareto front is a representation of the collection in the objective space. 

Figure 5 depicts Pareto optimality, or the min-min dilemma, for two objective functions.  

 

Fig.4.Steps in an authentication system's identification mode. 

 

Fig.5. Pareto optimality curve for min-min problem 

The classical optimization methods result in the following difficulties. 

 To discover numerous pareto-optimal solutions, an algorithm must be applied numerous times. 

 Some algorithms are sensitive to the shape of the pareto optimum front. 

 Most algorithms require some understanding of the problem being tackled. 

The effectiveness of the single goal optimizer affects how widely distributed Pareto-optimal solutions are. To solve 

the difficulties faced by the classical methods, many evolutionary algorithms are evolved. 

4. Proposed MOMGA Based MBAS 

In this work, MMOGA is modified and applied to solve the multi-objective need of MBAS. The MOMGA 

technique is proposed here to handle the feature selection effectively to improve the recognition rate in MBAS. To 

achieve this the rank level fusion is performed on the three biometric modalities namely a face, ear, and hand dorsal 

vein images. The overall flow diagram of MOMGA based MBAS is illustrated in the Figure 6. Initially, raw images 

of face, ear and hand dorsal vein are obtained from ORL face database, USTB ear database and NCUT hand vein 

database respectively. After removing the noise, the essential feature vectors are extracted using ICA and LDA 
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algorithms. ICA and LDA algorithms focussed on reducing the dimensions of the feature vector. The feature vectors 

obtained from face, ear and dorsal hand vein are combined using rank level fusion. It is followed by application of 

MOMGA on the concatenated feature vector set to obtain the optimal feature subsets. Finally, to perform the 

matching operation KNN classifier is used in this proposed work. As a result, the overall recognition rate of the 

system is increased using MOMGA technique. 

4.1 Feature Extraction using ICA technique 

Many unsupervised statistical methods are available to extract the features from the raw images. ICA is the one used 

to find a newer set of images from the computed eigen values and eigen vectors of those images. This ICA algorithm 

requires an image data matrix to be available before for solving the problem. ICA suffers from memory usage as it 

follows the batch processing method.ICA cannot be useful when applied to data that are available incrementally. 

Hence, ICA is used in this workbecause it is relevant for memory consuming datasets. The aim of this algorithm is 

to construct the covariance matrix 𝐶𝑛+1 starting from the old covariance matrix 𝐶𝑛 and the new observed data xn+1. 

IPCA technique extracts the features from face, ear and hand vein images and represents it in the form of feature 

vectors. Then the feature vectors are combined using the rank level fusion method. Then it is sent to the evolutionary 

algorithm-based feature selection method to achieve the optimal subsets.  

4.2 Feature Extraction using LDA technique 

Machine learning commonly encounters large data sets with hundreds of different features or variables. As a result, 

the number of variables in the universe grows considerably, making it more challenging to analyse the data and draw 

conclusions. The LDA technique, a simple method, is used to solve this issue by lowering the dimensionality of the 

variable space. LDA, which is used to find a linear combination of attributes that distinguishes between two or more 

classes of objects or events, generalises Fisher's linear discriminant technique. The first LDA, which had been 

initially published for a 2-class problem, was developed by C.R. Rao in 1948 to create what is now referred to as 

"multi-class LDA or multiple discriminant analysis." A dataset of n-dimensional samples is projected into a smaller 

subspace k that is less than or equal to n-1 to preserve class-discriminatory information. The axes' orientations that 

maximise the separation between different classes are determined via a supervised technique known as LDA. The 

procedures for carrying out a linear discriminant analysis are as follows. 

Step 1- calculating d-dimensional mean vectors for the various dataset classes. The face classes in the database will 

be 𝑋1, 𝑋2, . . . , 𝑋𝑐 , and there will be k facial images in each face class 𝑋𝑖, where 𝑖 is 1, 2, . . . , 𝑐. The equation (3) is 

used to calculate the mean vector I of each class 𝑋𝑖. 𝜇𝑖 = 1𝑘 ∑ 𝑥𝑗𝑘𝑗=1                                                                                              (3) 

Step 2- Calculated as given in equation, the mean vector  of all classes in the database. 𝜇 = 1𝑐 ∑ 𝜇𝑖𝑐𝑖=1        (4) 

Step 3- Computation of scatter matrices i.e., between class and within-class scatter matrix. The within class scatter 

matrix is computed as shown in equation (5). 𝑆𝑊 = ∑ ∑ (𝑥𝑘 − 𝜇𝑖)𝑥𝑘∈𝑋𝑖𝑐𝑖=1 (𝑥𝑘 − 𝜇𝑖)𝑇      (5) 

Step 4- The class scatter matrix is calculated using the equation as shown in Equation (6). 𝑆𝐵 = ∑ 𝑁𝑖𝑐𝑖=1 (𝜇𝑖 − 𝜇)(𝜇𝑖 − 𝜇)𝑇     (6) 
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Fig. 6. Flow diagram of MBAS with MOMGA Based Feature Selection Technique. 

Step 5- Computation of the product of SW-1 and SB. 
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Step 6- Computing eigenvectors (𝑒1, 𝑒2, . . . . . 𝑒𝑑) and related eigen values (𝜆1, 𝜆2, … … . . 𝜆𝑑)  for product scatter 

matrices. 

Step 7- Eigenvector sorting by decreasing eigen values and selecting 𝑘 eigenvectors with the largest eigen values to 

construct a 𝑑 𝑥 𝑘 dimensional matrix 𝑊. 

Step 8- Transformation of samples of 𝑑 𝑥 𝑘 eigenvector matrix onto the new subspace results in the formation of 

matrix 𝑌 =  𝑋 𝑥 𝑊. Here, 𝑋 is a 𝑛 𝑥 𝑑-dimensional matrix representing the 𝑛 samples and y are the transformed 𝑛 𝑥 𝑘 dimensional samples in the new subspace. 

Using the above steps LDA technique projects the face, ear, and hand dorsal images into the new subspace. Then 

these vectors need to be fused using the rank level fusion method. After performing this operation, the resulting 

vector is optimized using MOMGA feature selection technique. 

4.3 Fusion of Features Using Grade Level 

Li, X., et al. offered three options for aggregating the ranks provided by the matchers. The highest rank, the borda 

count, and logistic regression are all used. The highest rank method employs the highest (least) rating for each 

potential match obtained using several matchers. As an alternative, the borda Count technique takes advantage of the 

ranks assigned to users by matchers depending on the effectiveness of modules. As the final stage in the logistic 

regression technique, a weighted total of the individual ranks is employed, where the weights are distributed to 

various matchers via regression models. For the dorsal hand vein, the ear, and the face, it was proposed to utilise 

three matches. If the identities exist in at least two matchers, they are considered for review. Assume that if an 

identity is only detected in one matcher, it is not evaluated. In this work, the logistic regression method is combined 

with rank level fusion. This method multiplies the weights assigned to each individual matcher by the starting ranks. 

The final list of ranks is calculated by multiplying the number of qualities by these additional rankings. 

4.4 KNN Classifier  

The categorization of the items is done using the instance-based learning technique known as KNN. The phrase 

"lazy learning approach" is another name for it. This method differs from all previous algorithms in that the objects 

are classified by majority vote among peers and assigned to one of the k nearest neighbours. Compared to other 

methods, this classifier is proven to be more accurate and to take less time to execute, making it a good choice for 

classifying photos. Here, a new image space is used, and a test set is identified based on the image space point that is 

closest to it. For calculating the closeness between data points in the KNN, the metric of Euclidean distance is 

chosen. The equation in Figure 4 is used to represent the Euclidean distance d (x, y). 𝑑(𝑥, 𝑦) =  √(𝑥𝑡𝑒𝑠𝑡 − 𝑦1)2 + … … + (𝑥𝑡𝑒𝑠𝑡 − 𝑦𝑛)2          (7) 

Where 𝑥𝑡𝑒𝑠𝑡  is the test image and y indicate the training sets. Euclidean separation Find the closest location or the 

shortest path between the training and test sets. The matching action is carried out here using this classifier. 

5. Results and Discussion 

On a workstation with a Xeon E5 processor with six cores and 64GB of RAM, the suggested MOMGA approach is 

simulated in MATLAB. Utilizing MATLAB, feature extraction and selection are performed. The Olivetti Research 

Laboratory database is where the simulation's face images come from. We extracted ear photographs from the 

University of Science and Technology Beijing database I, which has about 150 shots with 60 volunteers. About 20 

right and about 20 left vein shots taken from the backs of 110 people's hands are included in the database of hand 

vein images from North China University of Technology.820 images from the three databases, representing 140 

participants, are used for the experimental evaluation. For the evaluation of the suggested approach, the performance 

measures FAR (False Accept Rate), FRR (False Reject Rate), and GAR (Genuine Acceptance Rate) are used. The 
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following sections examine the outcomes of the proposed approaches. The experimental analysis of the proposed 

MOMGA technique is performed and compared with combination of various traits. 

5.1 Measurement of FAR And GAR Using ICA-MOMGA Feature Selection Technique 

The proposed MBS using ICA-MOMGA based feature selection is analysed using ROC curve with the combination 

of different modalities. FAR and FRR are used as a function of decision threshold which controls the trade-off 

between the two error rates. It is measured in terms of %. The likelihood that an impostor will be acknowledged as a 

real person is known as FAR. The likelihood that a genuine person will be dismissed as a forger is known as FRR. 

The two terms FAR and FRR are equivalent. Typically, a smaller FAR causes a higher FRR, and a smaller FAR 

causes a larger FRR. Typically, the FAR is used to specify the system performance requirement. A FAR of 0 means 

that no impostor is recognised as a real person. Another term for a biometric system's efficiency is GAR. As the 

FRR is decreased, a system's GAR rises. Table 1 shows the GAR estimation using the ICA-MOMGA feature 

selection algorithm. Figure 7 shows the simulated outcomes of FAR for various GAR levels. When employing the 

MOMGA feature selection method, the FAR for the proposed MBS that uses photos of the facial, ear, and palm 

venous increases by 4.53 percent for the facial and palm venous and 0.62 percent for the face and ear. 

Table 1. GAR estimation using the ICA-MOMGA Feature Selection Algorithm. 

GAR (%) 
Edge devices Palm, Facial, 

and Ears  

Edge devices 

Facial & Ear 

Edge devices Palm 

Venous & Facial  

0.001 74 74 71.5 

  77 78 73.5 

  78 75.7 74.2 

  78.6 79.8 75.7 

  81.8 82 75.6 

  83 84 78.6 

0.01 81.6 81.3 84.7 

  86.3 87.6 83.4 

  91.3 92.5 93.2 

  95 96 94.5 

  96 96.2 93.6 

  97.3 97.7 94.2 

0.1 98.4 97.7 95.3 

  98.2 97.6 94.2 

  99.3 97.2 94.4 

  99.1 97.5 94.2 

  99.3 97.4 94.6 

1.0 99.2 97.3 94.3 
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5.2 Measurement of FAR and GAR using LDA-MOMGA Feature selection Technique 

The proposed MBS using LDA-MOMGA based feature selection is analysed using ROC curve with the combination 

of different modalities. It is measured in terms of percentage (%). Table 2 shows the GAR estimation using the 

LDA-MOMGA Feature Selection Algorithm.  

 

Fig. 7. Measurement of FAR and GAR using ICA-MOMGA feature selection 

Table 2.  GAR estimation using the LDA-MOMGA Feature Selection Algorithm. 

GAR % 
Edge devices Palm, Facial, 

and Ears  

Edge devices 

Facial & Ear 

Edge devices Palm 

Venous & Facial  

0.001 68.5 68 66.5 

  72 72.5 68 

  72.5 72.5 68 

  73.5 74.5 69 

  76 76.5 70 

  77 75.5 71.5 

0.01 76.5 75.5 79.5 

  81 82 77.5 

  85.5 85 86 

  88 91 89 

  93 90.5 88 

  92 90.5 90 
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0.1 92 92.5 89.5 

  92 91.5 88.5 

  94 92 88 

  93 91 88 

  92 92.5 89.5 

1.0 92.78 90.92 89.11 

Figure 8 shows the simulated outcomes of FAR for various GAR values. The MOMGA feature selection method 

boosts the FAR for the proposed MBS employing photos of the facial, ears, and palm venous by 4.25 percent for the 

facial and palm venous and 0.56 percent for the face and ear. 

 

Fig.8. Measurement of FAR and GAR using LDA MOMGA feature selection 

6. Conclusion 

The proposed enhanced MBAS utilizing feature-level optimization and KNN classifier within the edge and fog 

paradigm offers a simple yet effective solution to address security threats in fog computing environments. By fusing 

the discriminative features extracted from face, ear, and hand vein images and optimizing their selection through 

MOMGA, the system achieves improved accuracy and robustness in user authentication. Using the ICA with SCE 

feature selection technique, the average GAR percent for the head, ear, and palm veins was 3.13 percent, 8.25 

percent, and 3.13 percent, respectively. The average GAR percent for the facial, muffs, and hand veins utilising the 

LDA with SCE feature selection approach is 3.25 percent for each, whereas the head and palm veins have an 

average GAR percent of 8.55 percent.  The system can be extended to include other emerging biometric modalities, 

such as gait recognition, vein pattern analysis, or behavioral biometrics, to enhance the richness and diversity of the 

authentication process. 
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