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Abstract 

With the rise in popularity of social media, there has been an increase in the amount of 

information available. This is especially clear in the material about the COVID -19 pandemic. 
Despite the fact that information about the epidemic is constantly updated, there is still a lot of 

misunderstanding, with unverified claims thrown into the mix. Misinformation during this time 

should be closely monitored, as it can cause havoc in society if allowed unchecked. The proposed 

research conducts a thorough comparison of the performance of various machine learning 

models for classifying fake news. The study is based on a dataset of 1100 COVID 19-related posts 
gathered from social media. We test a feature engineering strategy that uses content-based 

approaches that are meaningful and have the potential to provide new insights and improve 

machine learning predictions. The  content based features are applied to all the classifiers , 

Neural Network Classifier has given 0.95% on test data. 

 

 
Introduction 
Social Media is becoming the major source 

of information today and many are relying on 

social media. It can disseminate the news 

more quickly than any other medium. There 

is major scope for misinformation 

propagation in today's digital world. "We're 
facing an infodemic, not just an epidemic," 

says the author. As WHO Director-General 

Tedros Adhanom Ghebreyesus stated on the 

15th of February 2020 at the Munich 

Security Conference, [1]. The COVID-19 

epidemic is rapidly spreading at an alarming 
rate over the world. It has also been alleged 

that misinformation is aiding the spread of 

COVID-19. [2]. To address this health crisis 

we need to keep a check on the spread of 

misinformation related to COVID-19. If not 
handled it has potentially dangerous 

consequences. A potential use case in this 

scenario is to develop classifiers and 

techniques to stem this flow. A data set 
containing information related to COVID 19 

is collected and different machine learning 

algorithms are applied and the performance 

has been evaluated on  different classifiers 

in classifying the fake from original 

information. The  content based features are 
applied to all the classifiers , Neural Network 

Classifier has given 0.95% on test data with  

content based features. 

 

Related Work 

This problem of misinformation propagation 
during this situation could really have 

adverse effects on the society. All the social 

media giants are having an eye on the spread 

of misinformation. There is some related 

work in this area. Zhang and Ghorbani [3] 
investigated in  online news and introduced 

an extensive overview of the ongoing 

inventions related to the fake news. In 
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addition, they portrayed the effect of online 

fakenews, introduced stateof-the-art 

detection recognition strategies, and talked 

about the ordinarily utilized datasets utilized 
to build models to classify fake news.Collins 

and Erascu [4] also gave an review of 

different models to recognize various kinds 

of fake news. They concluded that the 

results are satisfactory with combined effort 

of humans and machines rather than when 
contrasted with frameworks that rely just 

upon any one of them. Al Asaad et al. [5] 

proposed a new model to check the validity 

of the news using machine learning 

algorithms. The compare the effectiveness of 
the models with used different algorithm like 

Multinomial Naive Bayes and Lagrangian 

Support Vector Machine classification 

algorithms. Elhadad et al. [6]  came up with 

a model that works on social network 

platforms to detect fake from real news. To 
build the feature vector they chose half and 

half highlights from meta information of 

information records. Wang [7] presented a 

new dataset for counterfeit news. The 

dataset comprises of 12.8K physically 
marked short explanations in different 

settings from PolitiFact.com. FakeHealth [8] 

is gathered from medical care data audit site 

Health News Review, which surveys whether 

a news is palatable from 10 measures. Yang 
et al. [9] investigated the usage of the volume 

of tweets connecting to low-believability data 

was contrasted with the volume of 

connections to the New York Times and 

Center for Disease Control and Prevention 

(CDC). 

 
Methodology 

To start with, we  collected over 1,100 news 

articles and posts on social media related to  

COVID-19 pandemic  from a variety of new 

sources. We present the steps of our 
proposed model in the form of an 
architectural framework. Then again, we 

talk about our dataset, information 

preprocessing and highlight extraction and 

characterization model choice. The steps of 

our proposed model are displayed in Fig. 1. 
 

 

 

 

 

 
 
Fig. 1: Architectural Framework 

Data Collection and Preprocessing 
The first step is to collect the data, and 

labeling of the data as fake and original is 

done. The data set used for analysis is 

collection of over 1,100 news articles and 

posts on social media related to  COVID-19 

pandemic  from a variety of new sources. The 
noise removal process is being done during 

this stage.  

Feature Extraction 
To classify news articles, raw text data must 

be transformed into something more usable. 

This is known as feature extraction. Word 

counts, n-gram counts, punctuation usage, 

sentiment analysis, term frequency-inverse 
document frequency, and many other 

features can be extracted. The extracted 

features can then be used to classify the 

article from which they were extracted. By 

determining the best features for classifying 
process can be more accurate. To study the 

fake and the original news we used a feature 

engineering technique. 

 

Content based features:  

The content based features are extracted 
from the COVID 19 news data set . The main 

focus here is the stylistic features that are 

based on text style, syntax and components 

related to grammar. This process is carried 

out using POS tagger which uses NLTK to 
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monitor the tag frequency.. For example, the 

number of nouns, proper nouns, verbs, 

determinants, comparatives and 

superlatives and so on.  Along with this, we 
use the  Word Count  dictionaries  to keep 

track of the frequencies of negation, belief, 

surprise, conditional, modal, existential, and 

interjection words. 

 

Classification: The extracted features will 
be to train classifiers. The classifiers used 

here are Naive Bayes, Logistic Regression, 

decision tree and Neural Network 

 

Evaluation: The performance of each 
classifier must be assessed. A common 

simple metric used is accuracy, this is not 

appropriate for unbalanced datasets.  Other 

methods which will be explored include the 

confusion matrices, F1 score, precision and 

recall. 
 

Results and Discussion 

Exploratory Data Analysis (EDA): This the 

data set used for analysis. It consists of 1164 

rows in which each of those has 4 attributes. 
We have a balanced data set because we have 

both fake and true data equally. Number of 

fake data: 575 Records containing true data: 

584 

 

Feature Engineering: 
Content based features are formulated using  

 

Stop Words in Title: As the lengths of the 

articles vary greatly, compute the percentage 

of stop words in each article body rather than 
simply counting the number. 

 

 
Fake news titles have fewer stop-words than 
those of real news.  

 

 

Proper Noun in Title: Count how many proper 

nouns (NNP) are in each title. Titles for fake 

news contain more proper nouns. The use of 

proper nouns in titles appears to be very 
important in distinguishing fake from real. 

 

 

 
 

Overall, these findings indicate that fake 
news writers are attempting to attract 

attention by using all capitalized words in 

titles, as well as cramming as much 

substance into the titles as possible by 

skipping stop-words and increasing proper 

nouns. 
 

The stylistic features captured here are: 

Like the count on  number of nouns 

 

 
 

Type-Token Ratio (TTR), is the total number 

of unique words (types) divided by the total 

number of words (tokens) in a given segment 

of language.  

 
 

 
 

https://carla.umn.edu/learnerlanguage/spn/comp/activity4.html#:~:text=A%20type%2Dtoken%20ratio%20(TTR,a%20given%20segment%20of%20language.
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Classifiers 

The confusion Matrix for Decision Tree 

Classifier 

TP=108; TN=109;FP=10;FN=5;Classifier 
Accuracy:217/233=0.935 

Performance evaluation: Accuracy of all 

the classifiers 
Table 1. Classifiers with content based 
features 

 

 
 

The  content based features are applied to all 
the classifiers as shown in Table 1. Neural 

Network Classifier has given 0.95% on test 

data with content based features. 

 

Conclusion 

In this paper,  the methodology in detecting 
misleading information related to the 

COVID-19 outbreak is applied. Off-the-shelf 

NLP models, however, do not perform well on 

this data, indicating a need for further 

research and development on this topic. The 

novelty of the topic is in the feature 
engineering stage where an integration of 

content based is being used to extract the 

features. The classification algorithms are 

used and the performance is being assessed. 

In general, the results demonstrated the 
validity of our collected ground-truth data 

and provided useful insights into the 

performance of various classification 

algorithms on them. Considering the 

accuracy neural network classifier could give 

best results compared to the other three 
algorithms. 
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