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Abstract: 
AR is an immensely high technology, but it still has defects that are stopping the community 
from implementing it on a large scale. Nevertheless, it can change the way we look at the 
world. Marker-based AR provides a very immersive experience and closely mimics the real 
world; with this, user engagement with the user becomes easy. At tourist attractions, in 
more cases, the human guides charge hefty amounts, and sometimes a manual is only 
available in some places. This work is about building a traveler-friendly application that can 
introduce AR- based experiences. Android Studio was used to build the program, and we 
used the ARCore library as the AR rendering engine for our app. In our app, when we 
project the phone at an image, a video (AR scene) related to the image will be played, 
replacing the image in our application. This is achieved by marker-based AR and image 
shadowing techniques. People will be able to use it in tourist areas, and it has the potential 
to be better than a human guide. 
 
Keywords— ARCore, Marker-based Augmented reality, augmented scene, Mobile devices, 
Video anchor, Virtual object, and Video Observation 
 

Introduction 
We define augmented reality (AR) as a real-

time direct or indirect view of an actual 

physical environment that has been improved 

or supplemented by the addition of artificially 

created virtual data. Augmented Reality 

applications operate in real-time and interact 

with real and virtual objects. Augmented 

reality differs from virtual reality (VR) in that 

in AR, part of the surrounding environment is 

“real” and adds layers of virtual objects to the 
natural environment. On the other hand, in VR, 

the surrounding environment is virtual and 

computer-generated. AR is closely related to 

real-world environments that augment it, so 

virtual environments cannot replace it. For 

example, with AR displays, which will look 

much like a regular pair of goggles, descriptive 

graphics will appear in your field of view, and 

we will adjust the audio to synchronize with 

the current scene. We will livelily render these 

improvements to reflect the corresponding 

moments in your head. For image recognition, 

there are several players in the market ex. 

Vuferia, Easy AR. We can choose with our 

budget as some of them are license based. 

Research and development on this technology 

are still in their infancy at numerous 

universities and high-tech firms. Investment in 

AR has increased globally in recent years due 

to businesses' rising need to strengthen 

customer relationships through digital 

platforms. 

 

Augmented reality uses an identifier called 

markers. AR tracking can be done in three 

ways: marker-based, marker- less based, and 

location-based. A Marker-primarily based 

totally AR is whilst the tracked item is called a 

black-white rectangular marker. Marker less 

augmented reality is when the tracked object 

can be anything else: picture, human body, 

head, eyes, hand, fingers, etc., and on top of 

that, you add virtual objects. For this study, we 

use marker-based AR. In this type of AR, each 

marker should be distinguishable and should 

be able to get detected by the system. The AR 

system assumes the real world as the 3-axis 

coordinate system, i.e., X, Y, and Z axis, and 

the camera is placed at the base origin of the 

coordinate system (0,0,0) as shown in Fig. 1. 

With the evolution of 5G, we can now transfer 

3-dimensional data at faster speeds than ever. 
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With the development of Information 

technology, each educational institute has 

developed their own educational Information 

Management system which improves 

managing the data of students. There is a 

constant improvement of the educational 

policies which are changing fast with the new 

era of Big Data. The old management system 

had many points which had difficulties to 

handle the Data. 

 

 
Fig. 1Real-world coordinate frame. 
Adapted from [12] 
 
One of the most potent examples of a 
marker we use daily is the QR code. Social 
media platforms such as Snapchat employ 
the user's face as a marker to apply 
animation over the face. Snapchat 
algorithm identifies specific features of the 
face and produces the desired animations. 
The tech giant Google spent billions of 
dollars in research and the product 
development of a “Google glass” based on 
mixed reality. The popular game 
“Pokémon Go” is based on marker-based 
AR only. The strength of augmented 
reality (AR) systems lies in providing 
information to users that otherwise would 
not be available to handle their senses 
and help them solve tasks simultaneously. 
 
We use the current AR technology to 
create an experience to make history 
pictures or videos come to life through the 
mobile camera. The image in the 
background of the mobile camera will 
appear as a video playing. The image 
dimensions, pivot point, image surface, 
and distance from the camera to the 
camera are described. 
The article follows with a literature review 
explaining the origin of AR, how it has 
evolved over the years and basics of how 
augmented reality works, and how a 
popular framework from Google called “AR 

Core” works. Literature reviews also 
mention the current technological 
limitations. Then what is the problem 
statement, and what are the hurdles we 
have in the current implementation? The 
methodology contains how we solve the 
problem for tourists and the design and 
implementation. Finally, the paper 
concludes the results and conclusions. 
 
Literature Review 

A. History 
In 1968, augmented reality (AR) was 
initially exhibited by Ivan Sutherland, a 
Harvard professor, and computer scientist 
who created the first head-mounted 
display. Caudell and Mizell developed 
modern augmented reality in the 1990s. 
Louis Rosenberg created the first 
functional AR system in 1992 at USAF 
Armstrong's Research Lab. Azuma 
released a survey in 1997 that provided a 
definition of the area, listed numerous 
issues, and summarized previous 
developments [6]. Since then, AR has 
made significant growth and 
advancements. The International 
Workshop and Symposium on Augmented 
Reality, the International Symposium on 
Mixed Reality, and the workshop on 
designing augmented reality environments 
all started in the late 1990s [6]. A few 
well-funded groups, including the Arvika 
consortium in Germany and the Mixed 
Reality Systems Lab in Japan, focused on 
AR technology. But enough research has 
been done on AR over the last ten years to 
declare it a research field [6]. Augmented 
reality is created using a variety of 
technological breakthroughs, which can 
be used alone or in combination to create 
augmented reality. General hardware 
components, displays, sensors, and input 
devices such as GPS, gyroscopes, 
accelerometers, and software are 
included. 
 
From being a science fiction idea, AR has 
evolved into a more realism that is based 
on science. The cost of developing AR has 
recently dropped sharply and is now 
readily available on mobile devices. In 
2009, AR Toolkit brought augmented 
reality to the web [25]. Both Google and 
Apple have made significant investments 
in augmented reality, as reflected by the 
creation of AR Core (Google) and ARkit 
(Apple). These revolutionary technologies 
have enabled individual developers to 
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control AR, which was unthinkable just a 
few years back. [26]. One example is the 
travel-focused smartphone app mTrip 
(https://www.mtrip.com/), which 
incorporates augmented reality with city 
guides [29]. Information, such as 
directions or ratings of attractions, is 
overlaid on display using the smartphone 
camera viewfinder and changes depending 
on what the phone is pointed at. Ryan 
Yung et al. concluded that despite the 
touted benefits of technology in the 
tourism industry, AR in the tourism 
context needs to be explored [29]. 
 
B. Current developments in tourism 
Aspects of VR and AR have already been 
embraced by the travel industry. Both 
Tourism Australia 
(http://www.australia.com/) and 
Destination BC (http://bcexplorer.com/) 
in British Columbia, Canada, offer fully 
interactive VR experiences on their 
websites. supported by the regional office 
for tourism and information [30]. 
 

 
Fig. 2 Illustration of Samsung translation 
service 
 
AR has encountered various divergent 
viewpoints in the field of cultural 
heritage. On the one hand, research has 
shown that AR makes it possible for 
museums to offer visitors richer 
information in a more dynamic and 
creative way [32]. In contrast, heritage site 
administrators resisted implementing the 
technology out of concern that it would 
lessen the sites' objective authenticity 
[33]. Examples include using augmented 
reality (AR) as a tool for information 
dissemination in museums [33] or as a 
travel guide [34 - 35]. The user experience 
requires more study. It is warranted to 
focus in particular on the topic of usability 
as a determinant of destination managers' 
intention to use and visitors' intention to 
visit or return. When visiting other 

countries, many people face difficulties 
reading the sign boards. Google and 
Samsung introduced a translation service 
to convert the local sign into the language 
understood by the tourist, as illustrated in 
Fig. 2. 
 
C. How Augmented Reality works? 
Augmented Reality starts with a camera-
equipped device loaded with software. The 
software then uses computer vision 
technology analyses the video stream and 
recognizes a physical thing by detecting 
its shape or a marking, to recognize it 
when a user aims the device at an object. 
The key distinction is that instead of 
appearing on a 2D page on a screen like a 
web browser producing a web page, the 
AR information is delivered as a "3D 
experience" superimposed on the item. So, 
what the user sees is a combination of the 
real and the digital. 
 
For the AR to render the object, a 3D 
model should be present. This model is 
created using computer-aided design, 
usually during product development or by 
using technology that digitizes physical 
objects. Then, with the help of AR 
software, it accurately places and scales 
up-to-date information on the object. The 
user can interact with it by sending 
signals like touch, voice, or gestures. As 
the user moves, the size and orientation of 
the AR display automatically adjusts to 
the shifting context, as illustrated in Fig. 3 
and Fig. 4. In Fig.3, “E” represents the eye 
or mobile device, “P” means the surface 
and “X” is the 3D object which the AR 
system will generate. As a result, new 
graphical or textual information comes 
into view while other information passes 
out of sight. 
  
D. What is AR Core, and how does it 
work? 
Google's framework for creating 
augmented reality experiences is called AR 
Core. Your phone can detect its 
surroundings, comprehend the outside 
world, and interact with information 
thanks to AR Core, which makes use of 
many APIs [10]. Augmented images 
interact with real-world images and use 
AR Core to create 3D experiences. Tango 
only works on devices with a depth 
sensor, while AR Core is available on most 
modern Android devices. [12] 
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To combine virtual material with the real 
environment as seen through your 
phone's camera, AR Core relies on four 
main features: 
1. Motion tracking 
2. Environmental understanding 
3. Light estimation 
 
Understanding “depth” is important 
because the AR Core can produce depth 
pictures and maps that contain 
information about the separation of 
surfaces from a particular location. 
 
Anchors and trackable can change as AR 
Core improves its understanding of its 
position and environment. When you need 
to vicinity a digital object, you want to 
outline an anchor to make sure that AR 
Core tracks the object's role over time, you 
need to define an anchor to ensure that 
AR Core tracks the object's position over 
time. Frequently, you create an anchor 
based on the pose returned by a hit test. 
AR Core makes use of hit checking out to 
take an (x, y) coordinate similar to the 
phone's screen. This lets customers 
choose or in any other case interact with 
gadgets withinside the environment. [10] 
The truth that poses can extrade manner 
that AR Core may also replace the 
placement of environmental gadgets like 
geometric planes and characteristic 
factors over time. Planes and factors are a 
selected kind of item known as trackable. 
As the name suggests, these are objects 
that AR Core will track   over time. You 
can anchor virtual objects to a specific 
trackable to ensure that the relationship 
between your digital item and the 
trackable stays strong while the tool 
moves around. For example, suppose you 
place a virtual Android figurine on your 
desk. In that case, if AR Core later adjusts 
the pose of the geometric plane associated 
with the desk, the Android figure will still 
appear on top of the table. We reuse 
anchors, when possible, to reduce CPU 
costs and detach anchors you no longer 
need. 
 
 
 
 
 
 
 
 
 

 
 

 
 
Fig. 3 A representation of how the eye to 
the device screen the AR works 
 
Augmented Images: This feature allows you to 

build AR apps that respond to specific 2D 

images, such as product packaging or movie 

posters. For instance, they could point 

 

 
 
Fig.4 A diagram of augmented reality 
representation in the linear coordinate 
system. 
 
their phone's digital digicam at a film 
poster and feature a individual come out 
and enact a scene. Once registered, 
ARCore will detect these images and the 
images' boundaries and return a 
corresponding pose. ARCore offers 
SDKs for a number of the maximum 
famous improvement environments. 
These SDKs provide native APIs for all 
essential AR features like motion 
tracking, environmental understanding, 
and light estimation. 
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Fig. 5 ARCore Functionality Flow. Adapted from [28]. 
 
With these capabilities, you can build new 
AR experiences or enhance existing apps 
with AR features [10]. 
 
E. Technological Limitations 
The field of view, focus depth, color depth, 
brightness, contrast, stereo view, and high 
resolution are only among the 
technological issues that AR must 
overcome. There are several drawbacks, 
some of which have already been 
mentioned, including portability and 
outdoor use, perspective lag, point 
tracking, depth perception, social 
acceptance, weariness, and eye strain 
[27]. The shape and size of the marker 
may affect its detection. The AR system 
could only provide its services to 10 
diameters distances. Sometimes, the 
system may encounter glossy markers, 
which are very tough to detect. 
Moreover, the system should constantly 
track the changes in the marker, which 
exerts pressure on the CPU and GPU. 
Each marker should be distinguishable. 
Although augmented reality has 
specialized uses, I fail to see it as 
beneficial for the average consumer, who 
is already too addicted to technology. 
 
III. PROBLEM STATEMENT 
Travellers have the problem of finding a 
guide who can give them complete 
information about a particular place. If 
they find a human guide, sometimes the 
human guide may demand more fee, and 

he/she will be available for a limited 
amount of time. Moreover, the information 
provided by the guide may not be 
authentic, and there will be various 
communication and translation problems 
when employing a human guide. So, 
keeping these problems encountered by 
tourists, we developed a mobile-based AR 
system to tackle these issues, and also the 
current implementation shows the 
potential of AR in a precise way. 
 
IV. METHODOLOGY 
On viewing the difficulties faced by the 
tourists, we concluded that a digital 
system is needed to aid tourists. A digital 
system will help people to get all the 
information about the place which they 
visited, and it will solve issues like 
translations and communication 
problems. Digital system could help in 
provide a cost-effective solution also and it 
could be distributed to a greater audience 
at same time. 
  
While searching for an effective solution 
that could help tourists, we observed that 
Augmented Reality is the most effective 
technology and the best-suited answer for 
the problem. Not only AR provides 
information effectively, but it also 
enhances users' senses; For example, deaf 
and hard-of- hearing users could receive 
visual cues notifying them of missed audio 
signals, and blind users could receive 
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audio alerts notifying them of unusual 
visual events. 
 
Augmented reality combines a realistic 
view seen by the user with a virtual scene 
designed by a computer using augmented 
reality. However, there are complex issues 
facing augmented reality, such as privacy, 
ethics, and user issues. But building a 
mobile-based AR system is based on 
various difficulties because AR systems 
require a powerful CPU and considerable 
amounts of RAM to process camera 
images. Furthermore, AR is still in its 
infancy stage. 
 
With Augmented Reality coming to 
Android OS, the whole Android ecosystem 
has a new dimension to play around with. 
We employed the AR Core SDK provided 
by google after doing a survey on various 
AR SDKs available. ARCore has the best 
community support and compatibility 
with various operating systems. Our AR 
device includes 3 easy steps: recognition, 
tracking, and mixing. Any image, object, 
face, body, or space is recognized on 
which a virtual object will be 
superimposed. During tracking, real-time 
localization in the space of the image, 
object face, body, or area is performed. 
Finally, media in the form of video, 3D, 
2D, text, etc., are superimposed over it. 
We started collecting the AR objects and 
their corresponding pictures. After the 
collection of data, an android application 
based on AR Core was built. We designed 
the flow diagrams, functionality and 
working of the application are explained 
below. 
 
A. Design and Implementation 
The augmented reality system consists of 
a smartphone with a high-resolution 
camera (more than 10 megapixels) and 
some internal storage. It has the AR Core 
SDK and the Scene Form library installed. 
There is a database where the AR objects 
will communicate with the AR system via 
HTTP. The camera sends each frame to 
the application as feed. The application, 
which AR Core supports, renders AR 
objects and provides them to the video 
player. As illustrated in Figure 6, the 
application is at the heart of the AR 
system. 
 
 
 

B. Functionality 
The AR system detects or identifies a 
marker when the user projects the mobile 
device near it. After identifying the 
marker, the AR system uses its surface 
detection algorithms to 
 

 
 

locate the surface and set 2D plane 
coordinates as the surface to insert the 
object and also examine the marker's area 
and dimensions. It is the image in our 
case. Following this step, the system 
generates a three-dimensional anchor 
point, which serves as the base of the AR 
object. The object is then rendered and 
visualized in the vicinity of the anchor 
point. As shown in Fig. 7, the system 
overlays the AR object, and the object 
turns it into a task. 
 
Furthermore, the AR system will pool the 
next frame and check for changes; if a 
change is identified, the entire process is 
rerun. The metadata of markers is loaded 
into RAM during 
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Fig. 7 Architecture Diagram of the 
application and internals 
 
the application's initialization, and if there 
is an update, the application will pool the 
cloud database at regular intervals. 
 
C. Working 
The AR application works as follows: It 
first creates the necessary environment. 
After that, it initializes the images and the 
database required for serving the videos 
and loads the libraries required for the 
application. There are specific image size 
and quality standards to fill up this 
augmented database. "ARCOREIMG" is a 
tool that also provides a helpful "quality 
score"; anything 75 and over is desirable 
for a decent reference image. The 
Sceneform Android Studio plugin makes it 
simple to import and preview 3D models 
for rendering. Grab a model from the 
internet and head to Poly to get started. A 
Sceneform Binary Asset (SFB) is produced 
and added to the app's Gradle file. 
 

 
 
Fig. 8 A sample picture acts as a marker 
for the AR system to detect it. 

 
After that, we must check if the device 
supports OpenGL (as ARCore is heavily 
dependent) and then load the ARCore 
models required to detect surfaces. 
 
Now, we can start tracking the reference 
image in the real world to determine if the 
device is identifying the image. This is 
carried out during the AR Core tracking 
sessions on Update Frame. ARCore does 
the heavy lifting here and checks the 
images from the database against the 
camera; all we need to do is fit a match 
and display our model. Once the image is 
identified, a VideoAnchor Node is set, and 
the PlayerNode is initialized. To host the 
scene, the ARCore renders the plane 
shadowed on the image, and then the 
video player plays the appropriate setting 
on the plane. Surface detection and Plane 
Renderer control whether renderable cast 
shadows on them to aid this process 
smoothly. VideoAnchor Node has some 
scale types like FitXY, CenterCrop, and 
CenterInside. 
 
The application continuously processes 
the video frames from the same feed and 
changes the planes and scenes 
accordingly. 
 

 
 
Fig. 9 In the AR system, a video will be 
played. Itcould be illustrated in the 
picture. 
 
Results And Discussion 

Here, we have implemented an AR 
experience that could be used on a 
smartphone by simply downloading an 
application from the internet. The 
application will provide an experience that 
will augment the image in the scene. This 
will assist tourists wherever they travel. 
We can deploy our app in tourist places 
where people can install the app, project 
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their phone to a scene, and get an 
augmented video of the history of that 
place, which would be extremely helpful in 
tourist places where there is no guide. 
Compared to mTrip[29] which provides 
direction and ratings, our application goes 
further and provides real-time guidance 
and history. And our application uses the 
ARCore which is a proven technology. 
Tourism Australia and Destination DB of 
British Columbia, Canada have AR 
experiences on their websites, but we 
provide a mobile application that is very 
handy. Our implementation is also a 
better information dissemination tool. The 
accuracy of detection is based depends on 
the light conditions and the camera of the 
mobile largely. The accuracy of the picture 
detection version is 96.2% and the 
required processing time using the One 
plus 9R Mobile (8GB RAM, 2.42 GHz octa-
core Processor) is 0.2 seconds to detect 
the images and produce an AR scene. 
 
The AR application has two main 
components: tracking components and 
recognition components. As augmented 
reality has no bounds for development, its 
implementation provides accurate results 
tested on different lighting conditions and 
surfaces. The libraries used are open-
source and widely used across the 
industry. This experimentation 
demonstrates the power of augmented 
reality, which could help people 
communicate more effectively. 
 
Conclusion 

Finding a guide who can provide them 
with comprehensive information on a 
specific tourist location is a challenge for 
people. To address these issues tourists 
face, we developed a mobile-based 
augmented reality system that can serve 
as a complete digital guide for people. 
Furthermore, mobile- based augmented 
reality applications will add value to a 
wide range of application domains by 
improving user experience and the well-
being of the sophisticated next- generation 
society. AR technology has no boundaries 
and can be used in various settings. 
 
We observed that users of this product 
should be aware of AR technology and 
understand what the application is 
conveying. According to our experience, 
handing the application to 15-20 people 
took 1-2 hours to familiarize them with 

the application and the AR technology. In 
addition, we discovered that 70% of them 
need to be made aware of augmented 
reality. When it comes to AR systems, 
these systems require a powerful CPU and 
a large amount of memory. Furthermore, 
current implementations need an 
understanding of the environment, which 
would allow the phone to detect the size 
and location of various surfaces such as 
the ground, a coffee table, or walls. Light 
estimation is also critical for 
implementation because it greatly impacts 
detection. We could improve the current 
implementation by creating custom 
models for each use case and introducing 
better scene and surface detection 
libraries, which would improve the overall 
application. 
 
References 

[1] F. S. Shaikh, "Augmented Reality 
Search to Improve Searching Using 
Augmented Reality," 2021 sixth 
International Conference for Convergence 
in Technology (I2CT), 2021, pp. 1-5, doi: 
10.1109/I2CT51068.2021.9417827. 
[2] Carmigniani, J., Furht, B., Anisetti, M. 
et al. Augmented reality technologies, 
systems, and applications. Multimed Tools 
Appl 51, 341- 377 (2011). 
https://doi.org/10.1007/s11042-010-
0660-6 
[3] Scavarelli, A., Arya, A. & Teather, R.J. 
Virtual truth and augmented truth in 
social gaining knowledge of spaces: a 
literature review. Virtual Reality 25, 257-
277 (2021). 
https://doi.org/10.1007/s10055- 020-
00444-8 
[4] Alshennawy, Abdallah & Aly, Ayman. 
(2009). Edge Detection in virtual pictures 
the use of Fuzzy good judgment 
technique. World Academy of Science, 
Engineering and Technology. 39. 
[5] Amin, Dhiraj & Govilkar, Sharvari. 
(2015). Comparative Study of Augmented 
Reality SDKs. International Journal on 
Computational Science & Applications. 5. 
11-26. 10.5121/ijcsa.2015.5102. 
[6] R. Azuma, Y. Baillot, R. Behringer, S. 
Feiner, S. Julier and B. MacIntyre, 
"Recent advances in augmented reality," 
in IEEE Computer Graphics and 
Applications, vol. 21, no. 6, pp.   34-47,    
Nov.-Dec. 2001, doi: 10.1109/38.963459. 
[7] Billinghurst, Mark & Clark, Adrian & 
Lee, Gun. (2015). A Survey of Augmented 
Reality. Foundations and Trends¬Æ in 



 

 
Volume 12    Issue 04, April   2023                             ISSN 2456 – 5083                         Page:  1407 

 

 

 

Human-Computer Interaction. 8. 73-272. 
10.1561/1100000049. 
[8] Y. Siriwardhana, P. Porambage, M. 
Liyanage and M.Ylianttila, "A Survey on 
Mobile Augmented Reality With 5G Mobile 
Edge Computing: Architectures, 
Applications, and Technical Aspects," in 
IEEE Communications Surveys & 
Tutorials, vol. 23, no. 2, pp. 1160- 1192, 
Second Quarter 2021, doi: 
10.1109/COMST.2021.3061981. 
[9] Donna R. Berryman (2012) Augmented 
Reality: A Review, Medical Reference 
Services Quarterly, 31:2, 212-218, DOI: 
10.1080/02763869.2012.670604 
[10] Google Team, "Fundamentals 
Concepts" in Google Fundamentals of 
ARCore, 2021.Available 
https://developers.google.com/ar/develop
/fundamentals 
[11] D. Kim, S. Chae, J. Seo, Y. Yang, and 
T. Han, "Realtime plane detection for 
projection Augmented Reality in an 
unknown environment," 2017 IEEE 
International Conference on Acoustics, 
Speech, and Signal Processing (ICASSP), 
2017, pp. 5985-5989, doi: 
10.1109/ICASSP.2017.7953305. 
[12] Faisal, Zahidur Rahman. "ARCore 
With Kotlin: Getting Started." 
Raywenderlich.Com, raywenderlich, 30 
Jan. 2020, 
www.raywenderlich.com/6986535-arcore-
with-kotlin-getting-started. 
[13] Nisha, N., 2017. Visible Surface 
Detection Algorithms: A Review. 
International Journal of Advanced 
Engineering Research and Science, 4(2), 
pp.147-149. 
[14] Blaga, Andreea & Militaru, Cristian & 
Mezei, Ady-Daniel & Tamas, Levente. 
(2021). Augmented truth integration into 
MES for related workers. Robotics and 
Computer-Integrated Manufacturing. 68. 
102057. 10.1016/j.rcim.2020.102057. 
[15] Vlas Voloshin. "Recording ARKit 
Sessions." Itty Bitty Apss, Itty Bitty Apps, 
19 Nov. 2018, 
www.ittybittyapps.com/blog/2018-09-24- 
recording-arkit-sessions. 
[16] Wikipedia contributors. "Augmented 
Reality." Wikipedia, Wikipedia, 10 May 
2022, 
en.wikipedia.org/wiki/Augmented_reality. 
[17] Interaction Design Foundation. 
"Augmented Reality: The Past, The 
Present, and The Future." The Interaction 
Design Foundation, 23 Sept. 2020, 
www.interaction-

design.org/literature/article/augmented-
reality- the-past-the-present-and-the-
future. 
[18] Azuma, Ronald T. et al. "Recent 
Advances in Augmented Reality." 
IEEE Computer Graphics and 
Applications 21 (2001): 34-47 
[19] Akinori TOGUCHI, Hitoshi SASAKI, 
Kazunori MIZUNO, Arimitsu SHIKODA," 
Build a prototype of new e-Learning 
content using AR technology,"2011. 
[20] R. Aggarwal and A. Singhal, 
"Augmented Reality and its effect on our 
life," 2019 9th International Conference 
on Cloud Computing, Data Science & 
Engineering (Confluence), 2019, pp. 510-
515, doi: 
10.1109/CONFLUENCE.2019.8776989. 
[21] Tasneem Khan, Kevin Johnston, 
Jacques Ophoff, "The Impact of an 
Augmented Reality Application on 
Learning Motivation of Students," 
Advances in Human-Computer 
Interaction, vol. 2019, Article ID 7208494, 
14 pages, 2019. https://doi.org/10. 
1155/2019/7208494 
[22] Ak√ßayƒ±r, Murat, and G√∂k√ße 
Ak√ßayƒ±r. "Advantages and Challenges 
Associated with Augmented Reality for 
Education: A Systematic Review of 
Literature." Educational Research Review, 
vol. 20, 2017, pp. 1-11. Crossref, 
https://doi.org/10.1016/j.edurev.2016.1
1.002. 
[23] Apple Inc. "Augmented Reality." Apple 
Developer, Apple ML Team, 
developer.apple.com/augmented reality. 
Accessed 24 May 2022. 
[24] Raphael Grasset, Philip Lamb, and 
Mark Billinghurst. 2005. Evaluation of 
Mixed-Space Collaboration. In Proceedings 
of the 4th IEEE/ACM International 
Symposium on Mixed and Augmented 
Reality (ISMAR '05). IEEE Computer 
Society, USA, 90-99. 
https://doi.org/10.1109/ISMAR.2005.30 
(2018, March 17). Infographic: The History 
of Augmented Reality - Augment. Medium. 
https://medium.com/@AugmentReality/i
nfographic-the-history-of- augmented-
reality-6b5e425428ea 
[25] Hancock, Peter & Kaplan, Alexandra 
& Cruit, Jessica & Endsley, Mica & Beers, 
Suzanne & Sawyer, Ben & Hancock, P. 
(2020). The Effects of Virtual Reality, 
Augmented Reality, and Mixed Reality as 
Training Enhancement Methods: A Meta-
Analysis. Human Factors The Journal of 
the Human Factors and Ergonomics 



 

 
Volume 12    Issue 04, April   2023                             ISSN 2456 – 5083                         Page:  1408 

 

 

 

Society. 001872082090422. 
10.1177/0018720820904229. 
[26] Van Krevelen, Rick. (2007). 
Augmented Reality: Technologies, 
Applications, and Limitations. 
10.13140/RG.2.1.1874.7929. 
[27] Khattak, Hasan Ali & Khan, 
Mudassar & Al-Mogren, A.s & Ud Din, 
Ikram. (2020). Doodle-Based 
Authentication Technique Using 
Augmented Reality. IEEE Access. 7. 1-13. 
10.1109/ACCESS.2019.2963543. 
[28] Yung, R., & Khoo-Lattimore, C. 
(2017b). New realities: a systematic 
literature review on virtual and 
augmented reality in tourism research. 
Current Issues in Tourism, 22(17), 2056 
2081. 
https://doi.org/10.1080/13683500.2017.
1417359 
[29] Zarzuela, M. M., Pernas, F. J. D., 
CalzoÃÅn, S. M., Ortega, D. G., & 
RodriÃÅguez, M. A. (2013). Educational 
tourism through a virtual reality platform. 
Procedia Computer Science, 25, 382- 388. 
doi: 10.1016/j.procs.2013.11.047 
[30] Williams, P., & Hobson, J. S. P. 
(1995). Virtual reality and tourism: Fact or 
fantasy? Tourism Management, 16(6), 
423-427. doi:10.1016/0261-
5177(95)00050-X 
[31] Tom Dieck, M. C., Jung, T., & Han, 
D.-I. (2016). Mapping requirements for the 
wearable smart glasses augmented reality 
museum application. Journal of 
Hospitality and Tourism Technology, 7(3), 
230- 253. doi:10.1108/jhtt-09-2015-0036 
[32] Dueholm, J., & Smed, K. M. (2014). 
Heritage authenticities - a case study of 
authenticity perceptions at a Danish 
heritage site. Journal of HeritageTourism, 
9(4), 285-298. doi:10.1080/1743873x. 
2014.905582 
[33] Trojan, J. (2016). Integrating AR 
services for the masses: Geotagged POI 
transformation platform. Journal of 
Hospitality and Tourism Technology, 7(3), 
254-265. doi:10.1108/jhtt-07-2015-0028 
[34] Chu, T.-H., Lin, M.-L., & Chang, C.-H. 
(2012). mGuiding (Mobile Guiding) - using 
a mobile GIS app for guiding. 
Scandinavian Journal of Hospitality and 
Tourism, 12(3), 269-283. doi:10. 
1080/15022250.2012.724921 


