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Abstract – We suggest a novel Collaborative Reputation-based Vector Space Model 

(CRVSM) in this paper for the identification of spam email. across order to detect spam 

emails across a wide area, CRVSM employs a vector space model to describe the feature 

vectors in multidimensional vector space. To speed up email spam detection, we group the 

emails into five groups. With a maximum and lowest threshold range, we compute the 

maximum similarity measure to lower the amount of false positives and false negatives. In 

addition, we employ a reputation evaluation tool that assesses the reporter's level of 

credibility when verifying the email as spam or not. In terms of email spam detection, the 

CRVSM technique has good efficiency and good results. In terms of email spam detection, 

the CRVSM technique has good efficiency and good results. Utilising measures like false 

positive rate, false negative rate, detection accuracy, and detection time, the performance 

of the CRVSM model has been assessed. The performance results unmistakably 

demonstrate that CRVSM surpasses the currently used detection algorithms and effectively 

classifies emails that arrive as spam or non-spam with lower FPR and FNR values. 
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1. Introduction 

Email is one of the widely used 

computer-mediated communication 

methods, and because sending and 

receiving emails has no cost, it has 

replaced other means of contact for 

many individuals. The most well-known 

type of malware attack is spam email. 

29 Emails are typically sent using the 

Multipurpose Internet Mail Extension 

(MIME) standard and the Simple Mail 

Transfer Protocol (SMTP) protocol [1], 

making them more susceptible to virus 

assaults. According to studies, spam 

makes up more than 85% of 

contemporary email traffic [2]. 

Email spam uses up resources on 

computers, such as storage space, 

network bandwidth, processing power,  

 

and traffic abuse. Email identification 

for spam is increasingly crucial in a 

personalized and social setting since 

spam emails cost the online community 

a great deal of money every year. 

Spammers are constantly coming up 

with new techniques to get over filters, 

and new solutions are being developed 

in response to keep spam emails hidden 

from users. Researchers have so far 

developed a number of methods to 

combat email spam, however none of 

these methods is a perfect answer [3]. 

A Collaborative Reputation-based 

Vector Space Model (CRVSM) [4] for 

email spam detection is presented in this 

paper. In order to recognise spam emails 

in a vast area, this approach identifies all 
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incoming emails as vectors and clusters 

them into five groups to speed up email 

spam detection. The CRVSM model 

uses maximum similarities threshold 

values while performing similarity tests, 

which helps to decrease the amount of 

false positives and false negatives and 

improve detection accuracy. 

Additionally, the CRVSM model does 

reputation evaluation to ascertain each 

reporter's level of trust whether 

classifying an email as spam or not. The 

Map Reduce tools used by the dynamic 

CRVSM model, which leverages big 

data analytics, increase the model's 

efficiency over time. 

2. Literature review 

Email, often known as electronic mail, is 

frequently used abusively. Spam emails 

are a strain on mailing systems because 

they waste millions of subscribers' 

priceless time and resources. 71.9% of 

email traffic is spam, according to the 

Symantec Intelligence Review (Symantec 

Intelligence Report, 2013) [5]. Numerous 

studies on the identification of email spam 

have been conducted. According to the 

current study, spam is referred to be 

"unsolicited commercial email messages."  

We divide the email spam methods for 

identification into two groups based on the 

currently available research: statistical 

approach and rule-based approach [1,6]. 

Three-way email spam separating reduces 

the possibility of misclassification by 

grouping incoming emails into three 

different folders: spam, legitimate, and 

suspicious [1]. The spam folder contains 

emails that we believe are spam, the 

legitimate folder (inbox) contains emails 

that we suppose are legitimate, and the 

suspicious folder contains emails about 

which we are unsure based on the 

information at hand [7]. In order to 

determine three-way classifications when 

numerous criteria are present from a 

tradeoff perspective, game-theoretic rough 

sets (GTRS) [5] have recently been 

presented. The design of the game and the 

GTRS's repetition learning mechanism are 

thoroughly investigated [8]. The UCI 

Spambase Data Set is used as the basis for 

the experiment [9].  The experimental 

finding demonstrates that by somewhat 

sacrificing precision, the three-way filters 

developed by GTRS may greatly increase 

coverage [10]. 

The email properties are statistically 

described in the statistical method, and 

they are automatically categorised using 

machine learning algorithms like the 

Bayesian filter, naive Bayesian classifiers 

[11], Decision trees [12], the maximum 

entropy model [13], memory based 

learning [14], support vector 

machines[15], and k-nearest neighbor 

classifier [16] are among the techniques 

discussed in this article and enhancing. To 

examine the classification criteria of these 

methods, a set of pre-classified email 

messages, commonly referred to as 

training samples, is needed [17]. 

Spam email growth contributes to traffic 

jams, decreased productivity, and 

phishing, which has become a major issue 

for our society. Additionally, every year 

there are more spam emails than ever [18]. 

Thus, spam e-mail filtering is a significant, 

meaningful, and difficult subject. Finding 

a practical way to filter potential spam 

emails is the goal of this research [19]. The 

suggested method just uses the content of 

emails to create keyword corpora, along 

with some text processing to deal with 

obfuscation strategy. The CSDMC2010 

SPAM corpus dataset [20], which included 

4292 emails in the testing dataset and 4327 

emails in the training dataset, was used to 

evaluate the method. The experimental 

findings demonstrate the proposed 

algorithm's accuracy of 92.8% [21]. 

Spam emails violate private information 

and are pricy forms of unsolicited mail. 

Spam email encroachment chases users 
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and wastes network resources. To far, a 

number of filtering techniques have been 

used, most of them are based on various 

Machine Learning algorithms [22]. The 

accuracy of some of these techniques 

varies, and a few of them are expensive in 

terms of computer complexity. The 

suggested method uses decision tree 

algorithms for email filtering, which are 

straightforward and provide superior 

accuracy [23].  

For the purpose of detecting email spam, a 

hybrid model combining differential 

evolution (DE) and the negative selection 

algorithm (NSA) was presented [12]. 

Hazardous URLs in Email have been 

found using a limited feature set method. a 

framework for spam filtering in a cloud 

context that is scalable. As decisions made 

by one person or one system are unreliable 

and must be verified, autonomous 

decision-making on Email detection of 

spam becomes less effective [24]. 

Therefore, group decision-making 

provides the greatest results for email 

spam detection. This approach necessitates 

the collaboration of a collection of 

receivers regarding their classification of 

an email as spam or not. The most 

common cooperative email spam filters are 

Pizor, Cloudmark, Vipul's Razor, and 

Distributed Checksum Clearinghouse [25]. 

The majority of current methods are 

implemented at the server, which places a 

pressure on the server to manage such 

massive activities in a short amount of 

time. In order to shorten the detection time 

to a larger extent, it would be beneficial if 

the anti-spam procedures were deployed 

cooperatively at the receiver side. Taking 

all of these factors into consideration, we 

therefore propose CRVSM, a novel email 

spam detection method that first operates 

feature extraction through a vector space 

model, then similarity detection, and 

finally a collaborative reputation procedure 

for verifying the reputation result. 

 

3. Proposed model to perform 

defense 

In a timely manner, the “Collaborative 

Reputation-based Vector Space Model 

(CRVSM)” discovers and reduces spam 

emails. Figure 1 depicts the CRVSM 

model's operational model.  To 

successfully conduct the defence, the 

CRVSM model consists of three separate 

phases: Feature Extraction, Similarity 

Detection, and Collaborative Reputation 

Evaluation. 

While the feature extraction step, spam 

emails are accurately filtered while all 

potential features are recovered from the 

received email using a vector space model. 

A soft cosine measure of similarity in the 

vector space is used to compare the related 

spam email, which was discovered during 

the feature extraction step, and another 

new email that was recently received. 

3.1 The Feature Extraction process 

Using Vector Space Model 

The process of extracting useful, non-

redundant features into a new feature space 

from a set of data points measured is 

known as feature extraction. The crucial 

step in email spam detection approaches is 

feature extraction because it uses fewer 

resources while explaining vast data and 

yields reliable findings. The step-by-step 

process of the CRVSM protocol’s feature 

extraction 608tilizing a vector space model 

is explained below. 

Step 1: Applying an external stop-word 

list, the feature extraction step first extracts 

all of the email’s crucial features and 

stopspellings. Stop-words such (‘is’, ‘a’, 
‘an’, and ‘the’) are eliminated from the 

dataset to make it easier for characteristics 

to be represented as vectors by the VSM. 

Step 2: In this stage, features are grouped 

into five distinct clusters, including cluster 

1 for email headers, cluster 2 for 
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attachment files, cluster 3 for text-only 

emails, cluster 4 for emails with text-and-

html content, and cluster 5 for embedded 

resources. Emails are clustered for two 

reasons: to speed up searches and enable 

concurrent feature gain computation across 

clusters. Each email contains clusters and 

is shown as: ej= {C1, C2,…, Cn} 

Step 3: is to represent the email as a 

multidimensional “vector space model 

(VSM)”. The 4-tuple “Vector Space 

Model” is represented as: [E, C, Fun(m,e), 

R], where e denotes emails ranging from e1 

to  en where each of which comprises of l 

features in a C group of clusters denoted in 

an email through R as a evolution function  

to determine the trust value through a 

reporter. And Fun(m,e) will perform 

similarity identification to measure email 

spam similarity score  with the assumption 

that, emails are ordered alphabetically in 

terms that can be seen in the 

multidimensional vector space. 𝑡𝑓𝑖,𝑘,𝑗 = 𝑏𝑖,𝑘,𝑗∑ 𝑏𝑖,𝑘,𝑗𝐾    

  (1) 

Step 4: Explain the meaning of the terms 

“frequency” and “inverse document 

frequency values,” which are used to 

determine feature gain where frequency is 

denoted as: tfi,k,j and the frequency is 

measured as denoted in eq.(1) where 𝑏𝑖,𝑘,𝑗 
is possible number of occurrences in each 

term of bi over each cluster Ck over j
th

 

email and ∑ determines the summation of 
all terms that are present over a specific 

email. 

Step 5: Calculate the Feature Gain FG(l) 

for each of the features l in email cluster k, 

which determines the spam ratio of the 

possibility that a feature is spam and is 

determined in equation 2. FG(l) = ∑ ∑ P(fi, Ci) ∗ P(fl,Ci)P(f1)∗P(Ci)Cifl∈kBj
   (2) 

Where fl denotes l
th

 feature and P(fl) is the 

probability of features related to Ci dataset 

over the class comprising of {1,2} set 

denoted by P(Ci) with the spam ratio in the 

proposed architecture shown in figure 1. 

 

Fig.1.Architecture of the proposed system 

All the five steps are implemented as 

shown in figure 1 sequence. Various 

reporters assess the accuracy of the spam 

emails that were discovered during the 

feature extraction and similarity detection 

phases. This calls for the computation of a 

reputation function that, according to 

Equation (2), creates reputation reports. 

Reports are created by various reporters 

and given to the appropriate reporters of 

that email for review using the reputation 

function. This stage has been employed as 

the last evaluation stage to identify and 

validate a spam email. Every incoming 

email is subject to a reputation function 

computation, which determines the 

reporter's trust in an email based on feature 

gain. 

4. Experimental Results 

The suggested CRVSM protocol has been 

implemented and evaluated using the Java 

programming model. 1.4 million emails 

were included in the dataset that was used 

for the experiments. 
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A 0.5% spam ratio was used to analyse the 

performance of the CRVSM protocol with 

5000, 10000, 15000, 20000, and 25000 

emails. On a PC with a general-purpose 

processor (Intel(R) i5 processor) running 

at 2.67 GHz and 8 GB of RAM, the 

CRVSM protocol has been used. “False 

Positive Rate, False Negative Rate, 

Detection Accuracy, Spam Detection Rate, 

Spam Detection Time, Network Service 

Ratio, and Overall Throughput” were the 

metrics utilised to assess CRVSM's 

performance. Additionally, the efficacy of 

CRVSM has been evaluated in comparison 

to other methods, such as the “Fradulent 

Email Detection Model (FEDM)”. It has 

been demonstrated that CRVSM 

outperforms FEDM, MLP, VSM, and PM 

in terms of False Positive Rate (FPR), 

False Negative Rate (FNR), Detection 

Accuracy, Spam Detection Rate, Spam 

Detection Time, Network Service Ratio, 

and Overall Throughput. 

By altering the percent of collaborative 

reporters, the total number of senders, and 

the quantity of incoming emails for each 

sender, the performance metrics of the 

CRVSM protocol have been assessed. The 

proportion of cooperative reporters has 

ranged from 20% to 80% of the overall 

recipients of pertinent correspondence. 

The reporters cooperate well when 

working together. Between 100 and 500 

people have sent emails, and between 5000 

and 25000 people have received them. The 

CRVSM model is dynamic and becomes 

better with use. 

To identify fraudulent emails, the FEDM 

model employs a variety of classification 

algorithms, including Support Vector 

Machine, Naive Bayes, J48, Cluster-based 

Classification, and sophisticated feature 

selection methods. To improve accuracy, 

FEDM just looks at the email contents, 

such as the body and topic. The email 

features are represented by FEDM using a 

vector space model. 

In order to identify spam emails, MLP, or 

a Multilayer Perceptron model, employs 

rule-based filtering and machine learning 

techniques. To improve accuracy, MLP 

looks at the email's body, subject, email 

header, and specific keywords. 

A network level-based filter is used by 

PM, a pipeline-based model, to identify 

spam emails. Filters used to function in 

various stages are arranged in a pipeline 

order and include DNS blacklists, SYN 

packet filters, traffic behaviour filters, and 

message content filters. To achieve high 

detection accuracy, emails must flow 

through these filters in a pipeline format. 

 

Fig.2. (a) FPR for CRVSM Vs Number of 

Email Senders (b) Comparison of FPR for 

CRVSM 

The experiment is carried out to examine 

the FPR for 100 to 500 senders by sending 

5000, 10000, 15000, 20000, and 25000 

emails, respectively. Figure 2(a) displays 

the FPR for various email sender counts 

and email counts. The number of false 

positives has been found to decrease when 

the number of senders grows with rising 

number of emails since it has been found 

that with fewer senders, only fewer emails 

reach the recipient. The FPR value rises 

when there have more false positives, and 

vice versa. 

In an experiment, the FPR of the CRVSM 

protocol is compared to those of four other 

protocols, namely MLP, FEDM, PM, and 

VSM, with different percentages of 

collaborative reporters. The experiment 

involves 25000 emails and 500 senders. 
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The analysis of FPR for CRVSM with four 

standard techniques for various 

percentages of collaborative reporters is 

shown in Figure 2(b). According to 

observations, the FPR of CRVSM lowers 

as the total amount of collaborative 

reporters rises, producing outcomes that 

are superior to those of traditional 

procedures. According to the data, 

CRVSM generates an FPR of 0.20 with 

500 senders and 25000 emails sent, and for 

20% of collaboration reporters. However, 

as the number of collaborative reporters 

rises (to 80%), the FPR of CRVSM drops 

to 0.06 and delivers better outcomes than 

existing protocols. By producing less FPR 

than the other four methods, CRVSM 

performs better. 

 

Fig.3. Comparison of Spam Detection Rate 

for CRVSM 

For increasing percentages of collaborative 

reporters, the experiment compares the 

Spam Detection Rate of the CRVSM 

protocol with MLP, FEDM, VSM, and 

PM. Figure 3 compares the SDR for 

CRVSM with other procedures for various 

collaborative reporter percentages. It has 

been noted that the CRVSM protocol 

operates better than MLP, FEDM, VSM, 

and PM due to its high spam detection 

rate. This is due to the fact that the 

percentage of collaborative reporters, the 

diversity of threshold values chosen for 

determining the maximum similarity, and 

the computation of feature gain all affect 

the spam detection rate of CRVSM. As a 

result, CRVSM achieves an average 0.98 

spam detection rate. 

5. Conclusion 

This study suggests an email spam 

filtering approach using a collaborative 

reputation-based vector space model where 

the experimental findings and performance 

findings of the innovative CRVSM 

protocol. According to the experimental 

findings, the unique CRVSM protocol 

performs better than previous protocols 

including “MLP, FEDM, VSM, and PM”. 

By lowering the false positive and false 

negative rate and so raising detection 

accuracy to a higher extent, the CRVSM 

protocol successfully detects spam emails 

accurately. By shortening the spam 

detection time, the CRVSM protocol 

enables timely detection. The CRVSM 

protocol further demonstrates its 

effectiveness by having a high rate of 

spam detection. The CRVSM protocol 

achieves an acceptable network service 

ratio and total throughput, guaranteeing 

system performance. 
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