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ABSTRACT 

The Internet of Things (IoT) is being hailed as the next wave revolutionizing our society, and smart 

homes, enterprises, and cities are increasingly being equipped with a plethora of IoT devices. Yet, 

operators of such smart environments may not even be fully aware of their IoT assets, let alone 

whether each IoT device is functioning properly safe from cyber-attacks. In this paper, we address this 

challenge by developing a robust framework for IoT device classification using traffic characteristics 

obtained at the network level. Our contributions are fourfold. First, we instrument a smart 

environment with 28 different IoT devices spanning cameras, lights, plugs, motion sensors, appliances 

and health-monitors. We collect and synthesize traffic traces from this infrastructure for a period of 6 

months, a subset of which we release as open data for the community to use. Second, we present 

insights into the underlying network traffic characteristics using statistical attributes such as activity 

cycles, port numbers, signalling patterns and cipher suites. Third, we develop a multi-stage machine 

learning based classification algorithm and demonstrate its ability to identify specific IoT devices with 

over 99% accuracy based on their network activity. Finally, we discuss the trade-offs between cost, 

speed, and performance involved in deploying the classification framework in real-time. Our study 

paves the way for operators of smart environments to monitor their IoT assets for presence, 

functionality, and cyber-security without requiring any specialized devices or protocols. 

Keywords: IoT devices, Network traffic characteristics, cyber-security.  

1. INTROUDCTION 

The number of devices connecting to the 

Internet is ballooning, ushering in the era of 

the “Internet of Things” (IoT). IoT refers to 

the tens of billions of low cost devices that 

communicate with each other and with remote 

servers on the Internet autonomously. It 

comprises everyday objects such as lights, 

cameras, motion sensors, door locks, 

thermostats, power switches and household 

appliances, with shipments projected to reach 

nearly 20 billion by 2020 [1]. Thousands of 

IoT devices are expected to find their way in 

homes, enterprises, campuses and cities of the 

near future, engendering “smart” environments 

benefiting our society and our lives.  

The proliferation of IoT, however, creates an 

important problem. Operators of smart 

environments can find it difficult to determine 

what IoT devices are connected to their 

network and further to ascertain whether each 

device is functioning normally. This is mainly 

attributed to the task of managing assets in an 

organization, which is typically distributed 

across different departments. For example, in a 

local council, lighting sensors may be installed 

by the facilities team, sewage and garbage 

sensors by the sanitation department and 

surveillance cameras by the local police 
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division. Coordinating across various 

departments to obtain an inventory of IoT 

assets is time consuming, onerous, and error-

prone, making it nearly impossible to know 

precisely what IoT devices are operating on 

the network at any point in time. Obtaining 

“visibility” into IoT devices in a timely 

manner is of paramount importance to the 

operator, who is tasked with ensuring that 

devices are in appropriate network security 

segments, are provisioned for requisite quality 

of service, and can be quarantined rapidly 

when breached. The importance of visibility is 

emphasized in Cisco’s most recent IoT 

security report [2], and further highlighted by 

two recent events: sensors of a fishtank that 

compromised a casino in Jul 2017 [3], and 

attacks on a University campus network from 

its own vending machines in Feb 2017 [4]. In 

both cases, network segmentation could have 

potentially prevented the attack and better 

visibility would have allowed rapid 

quarantining to limit the damage of the cyber-

attack on the enterprise network.  

One would expect that devices can be 

identified by their MAC address and DHCP 

negotiation. However, this faces several 

challenges: (a) IoT device manufacturers 

typically use NICs supplied by third-party 

vendors, and hence the Organizationally 

Unique Identifier (OUI) prefix of the MAC 

address may not convey any information about 

the IoT device; (b) MAC addresses can be 

spoofed by malicious devices; (c) many IoT 

devices do not set the Host Name option in 

their DHCP requests [5]; (d) even when the 

IoT device exposes its host name it may not 

always be meaningful; and lastly (e) these host 

names can be changed by the user (e.g. the HP 

printer can be given an arbitrary host name). 

For these reasons, relying on DHCP 

infrastructure is not a viable solution to 

correctly identify devices at scale. 

In this project, we address the above problem 

by developing a robust framework that 

classifies each IoT device separately in 

addition to one class of non-IoT devices with 

high accuracy using statistical attributes 

derived from network traffic characteristics. 

Qualitatively, most IoT devices are expected 

to send short bursts of data sporadically. 

Quantitatively, our preliminary work in [6] 

was one of the first attempts to study how 

much traffic IoT devices send in a burst and 

how long they idle between activities. We also 

evaluated how much signalling they perform 

(e.g., domain lookups using DNS or time 

synchronization using NTP) in comparison to 

the data traffic they generate. This paper 

significantly expands on our prior work by 

employing a more comprehensive set of 

attributes on trace data captured over a much 

longer duration (of 6 months) from a testbed 

comprising different IoT devices.  

There is no doubt that it is becoming 

increasingly important to understand the 

nature of IoT traffic. Doing so helps contain 

unnecessary multicast/broadcast traffic, 

reducing the impact they have on other 

applications. It also enables operators of smart 

cities and enterprises to dimension their 

networks for appropriate performance levels in 

terms of reliability, loss, and latency needed 

by environmental, health, or safety 

applications. However, the most compelling 

reason for characterizing IoT traffic is to 

detect and mitigate cyber security attacks. It is 

widely known that IoT devices are by their 

nature and design easy to infiltrate [7], [8], [9], 

[10], [11], [12]. New stories are emerging of 

how IoT devices have been compromised and 

used to launch large-scale attacks [13]. The 

large heterogeneity in IoT devices has led 

researchers to propose network-level security 

mechanisms that analyse traffic patterns to 

identify attacks (see [14] and our recent work 

[15]); success of these approaches relies on a 

good understanding of what “normal” IoT 

traffic profile looks like.  
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Our primary focus in this work is to establish a 

machine learning framework based on various 

network traffic characteristics to identify and 

classify the default (i.e., baseline) behaviour of 

IoT devices on a network. Such a framework 

can potentially be used in the future to detect 

anomalous behaviour of IoT devices 

(potentially due to cyber-attacks), and such 

anomaly detection schemes are beyond the 

scope of this paper. This paper fills an 

important gap in the literature relating to 

classification of IoT devices based on their 

network traffic characteristics.  

2. RELATED WORK 

There is a large body of work characterizing 

general Internet traffic [16], [17], [18], [19]. 

These prior works largely focus on application 

detection (e.g., Web browsing, Gaming, Mail, 

Skype VoIP, Peer-to-Peer, etc.). However, 

studies focusing on characterizing IoT traffic 

(also referred to as machine-to-machine or 

M2M traffic) are still in their infancy. 

2.1 Analysis of Empirical Traces: The work 

in [20] is one of the first large-scale studies to 

delve into the nature of M2M traffic. It is 

motivated by the need to understand whether 

M2M traffic imposes new challenges for the 

design and management of cellular networks. 

The work uses a traffic trace spanning one 

week from a tier-1 cellular network operator 

and compares M2M traffic with traditional 

Smartphone traffic from a number of different 

perspectives – temporal variations, mobility, 

and network performance, and so on. The 

study informs network operators to be 

cognizant of these factors when managing 

their networks. In [21], the authors note that 

the amount of traffic generated by a single 

M2M device is likely to be small, but the total 

traffic generated by hundreds or thousands of 

M2M devices would be substantial. These 

observations are to some extent corroborated 

by [22], [23], which note that a remote patient 

monitoring application is expected to generate 

about 0.35 MB per day and smart meters 

roughly 0.07 MB per day.  

2.2 Aggregated Traffic Model: A Coupled 

Markov Modulated Poisson Processes 

framework to capture the behaviour of a single 

machine-type communication as well as the 

collective behavior of tens of thousands of 

M2M devices is proposed in [24]. The 

complexity of the CMMPP framework is 

shown to grow linearly with the number of 

M2M devices, rendering it effective for large-

scale synthesis of M2M traffic. In [25], the 

authors show that it is possible to split the 

(traffic) state of an M2M device into three 

generic categories, namely periodic update, 

event driven, and payload exchange, and a 

number of modelling strategies that use these 

states are developed. An illustration of model 

fitting is shown via a use-case in fleet 

management comprising 1000 trucks run by a 

transportation company. The fitting is based 

on measured M2M traffic from a 2G/3G 

network. A simple model to estimate the 

volume of M2M traffic generated in a wireless 

sensor network enabled connected home is 

constructed in [26]. Since behaviour of sensors 

is very application specific, the work identifies 

certain common communication patterns that 

can be attributed to any sensor device. Using 

these attributes, four generalized equations are 

proposed to estimate the volume of traffic 

generated by a sensor network enabled 

connected apartment/home. Use of Machine 

Learning: Various machine-learning based 

analytical methods have been proposed in the 

literature to classify traffic application or 

identify malwares/botnets for typical computer 

networks. The work in [27] uses deep learning 

to classify flow types such as HTTP, SMTP, 

Telnet, QUIC, Office365, and YouTube by 

considering six features namely 

source/destination port number, payload 

volume, TCP window size, inter-arrival time 

and direction of traffic that are extracted from 

the first 20 packets of a flow. The work carried 

out in [28] suggests that botnets exhibit 
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identifiable traffic patterns that can be 

classified by considering features such as 

average time between successive flows, flow 

duration, inbound/outbound traffic volume, 

and Fourier transformation over the flow start 

times. Detection of malicious activity on the 

network was enhanced in [29] and [30] by 

combining these flow level features with 

packet-level attributes including packet size, 

byte distribution of payload, inter arrival times 

of packets and TLS handshake metadata (i.e., 

cipher suite codes). Further, authors have 

released an open source libpcap-based tool 

called Joy [31] to extract these features from 

the passive capture of network traffic. In the 

context of IoT, [32] uses machine learning to 

classify a single TCP flow from authorized 

devices on the network. It employs over 300 

attributes (packet-level and flow-level), though 

the most influential ones are minimum, 

median, and average of packets Time-To-Live 

(TTL), the ratio of total bytes transmitted and 

received, total number packets with reset 

(RST) flag, and the Alexa rank of server. 

While all the above works make important 

contributions, they do not undertake fine-

grained characterization and classification of 

IoT devices in a smart environment such as a 

home, city, campus or enterprise. Furthermore, 

statistical models are not developed that enable 

IoT device classification based on their 

network traffic characteristics. Most 

importantly, prior works do not make any data 

set publicly available for the research 

community to use and build upon. Our work 

overcomes these shortcomings. 

3. PROPOSED METHODOLOGY 

3.1 Traffic Traces Dataset 

All the traffic on the LAN side was collected 

using the tcpdump tool running on OpenWrt .It 

is important to have a one-to-one mapping 

between a physical device and a known MAC 

address (by virtue of being in the same LAN) 

or IP address (i.e. without NAT) in the traffic 

trace. Capturing traffic on the LAN allowed us 

to use MAC address as the identifier for a 

device to isolate its traffic from the traffic mix 

comprising many other devices in the network. 

We developed a script to automate the process 

of data collection and storage. The resulting 

traces were stored as pcap files on an external 

USB hard drive of 1 TB storage attached to the 

gateway. This setup permitted continuous 

logging of the traffic across several months. 

We started logging the network traffic in our 

smart environment from 1-Oct-2016 to 13-

Apr-2017, i.e. over a period of 26 weeks. The 

raw trace data contains packet headers and 

payload information. The process of data 

collection and storage begins at midnight local 

time each day using the Cron job on OpenWrt. 

We wrote a monitoring script on the OpenWrt 

to ensure that data collection/storage was 

proceeding smoothly. The script checks the 

processes running on the gateway at 5 second 

intervals. If the logging process is not running, 

then the script immediately restarts it, thereby 

limiting any data loss event to only 5 seconds. 

To make the trace data publicly available, we 

set up an Apache server on a virtual machine 

(VM) in our university data center and wrote a 

script to periodically transfer the trace data 

from the previous day, stored on the hard 

drive, onto the VM. The trace data from two 

weeks is openly available for download at: 

http://iotanalytics.unsw.edu.au/. The size of 

the daily logs varies between 61 MB and 2 

GB, with an average of 365 MB. 

3.2 Naïve Bayes Classifier Algorithm 

 Naïve Bayes algorithm is a supervised 

learning algorithm, which is based 

on Bayes theorem and used for solving 

classification problems. 

 It is mainly used in text 

classification that includes a high-

dimensional training dataset. 

 Naïve Bayes Classifier is one of the 

simple and most effective 

Classification algorithms which help in 

building the fast machine learning 
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models that can make quick 

predictions. 

 It is a probabilistic classifier, which 

means it predicts on the basis of the 

probability of an object. 

 Some popular examples of Naïve 

Bayes Algorithm are spam filtration, 

Sentimental analysis, and classifying 

articles. 

3.3 Why is it called Naïve Bayes? 

The Naïve Bayes algorithm is comprised of 

two words Naïve and Bayes, Which can be 

described as: 

 Naïve: It is called Naïve because it 

assumes that the occurrence of a certain 

feature is independent of the 

occurrence of other features. Such as if 

the fruit is identified on the bases of 

color, shape, and taste, then red, 

spherical, and sweet fruit is recognized 

as an apple. Hence each feature 

individually contributes to identify that 

it is an apple without depending on 

each other. 

 Bayes: It is called Bayes because it 

depends on the principle of Bayes' 

Theorem. 

Bayes' Theorem 

Bayes' theorem is also known as Bayes' 

Rule or Bayes' law, which is used to determine 

the probability of a hypothesis with prior 

knowledge. It depends on the conditional 

probability. 

The formula for Bayes' theorem is given as: 

 
Where, 

P(A|B) is Posterior probability: Probability of 

hypothesis A on the observed event B. 

P(B|A) is Likelihood probability: Probability 

of the evidence given that the probability of a 

hypothesis is true. 

P(A) is Prior Probability: Probability of 

hypothesis before observing the evidence. 

P(B) is Marginal Probability: Probability of 

Evidence. 

Working of Naïve Bayes' Classifier: Working 

of Naïve Bayes' Classifier can be understood 

with the help of the below example: 

Suppose we have a dataset of weather 

conditions and corresponding target variable 

"Play". So using this dataset we need to decide 

that whether we should play or not on a 

particular day according to the weather 

conditions. So to solve this problem, we need 

to follow the below steps 

 Convert the given dataset into 

frequency tables. 

 Generate Likelihood table by finding 

the probabilities of given features. 

 Now, use Bayes theorem to calculate 

the posterior probability. 

3.4 Random Forest Algorithm 

Random Forest is a popular machine learning 

algorithm that belongs to the supervised 

learning technique. It can be used for both 

Classification and Regression problems in ML. 

It is based on the concept of ensemble 

learning, which is a process of combining 

multiple classifiers to solve a complex 

problem and to improve the performance of 

the model. As the name suggests, "Random 

Forest is a classifier that contains a number of 

decision trees on various subsets of the given 

dataset and takes the average to improve the 

predictive accuracy of that dataset." Instead of 

relying on one decision tree, the random forest 

takes the prediction from each tree and based 

on the majority votes of predictions, and it 

predicts the final output. The greater number 

of trees in the forest leads to higher accuracy 

and prevents the problem of over fitting. The 

below diagram explains the working of the 

Random Forest algorithm: 
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Fig.1: Random forest algorithm. 

 

 

3.5 Assumptions for Random Forest 

Since the random forest combines multiple 

trees to predict the class of the dataset, it is 

possible that some decision trees may predict 

the correct output, while others may not. But 

together, all the trees predict the correct 

output. Therefore, below are two assumptions 

for a better Random forest classifier: There 

should be some actual values in the feature 

variable of the dataset so that the classifier can 

predict accurate results rather than a guessed 

result. The predictions from each tree must 

have very low correlations. 

3.6 Why use Random Forest? 

Below are some points that explain why we 

should use the Random Forest algorithm: 

 It takes less training time as compared 

to other algorithms. 

 It predicts output with high accuracy, 

even for the large dataset it runs 

efficiently. 

 It can also maintain accuracy when a 

large proportion of data is missing. 

3.7 How does Random Forest algorithm 

work? 

Random Forest works in two-phase first is to 

create the random forest by combining N 

decision tree, and second is to make 

predictions for each tree created in the first 

phase. The Working process can be explained 

in the below steps and diagram: 

Step-1: Select random K data points from the 

training set. 

Step-2: Build the decision trees associated 

with the selected data points (Subsets). 

Step-3: Choose the number N for decision 

trees that you want to build. 

Step-4: Repeat Step 1 & 2. 

Step-5: For new data points, find the 

predictions of each decision tree, and assign 

the new data points to the category that wins 

the majority votes. 

 

3.8 SYSTEM MODULES 

Now day’s small devices such as roadside 

cameras, body temperature monitoring 

devices, door closed sensors and many more 

can sense data and sent to centralized server 

for monitoring. For example, in health care 

system body sensor will be embed in patient 

body and that sensor will sense patient body 

temperature, heart rate and blood sugar and 

then send that data to hospital server for 

monitoring through internet. Any sensor or 

device which works through internet will be 

called as IOT devices and a single 

administrator will monitor IOT devices from 

multiple domains such as health care sensor, 

roadside camera etc. 

If these devices increases then it will become a 

tedious problem for the administrator to find 

out which data is coming from which IOT 

devices and whether IOT device working or 

not. To know the device and its working status 

author is using machine learning classification 

algorithm to classify device based on its data. 

All devices will send data and store in server 
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and then apply BOG (bag of words which 

means convert data into matrix where matrix 

header contains words and matrix rows 

contains count of those word) to form matrix. 

Naïve Bayes will process matrix to get those 

words which are high in occurrence or count. 

In this application we are passing domain 

names, port numbers to BOG. Naïve Bayes 

will give high occurrence of domain name and 

port number, and this becomes value of the 

dataset. By analysing this data using machine 

learning Random Forest algorithm we can 

classify/predict device name. 

All devices used for specific work will send 

same data such as data length, port numbers 

and device IP address. This similar data help 

us to identify device name or identity. To 

perform classification first we have to train 

random forest algorithm with past historical 

data to generate a training model. Whenever 

new data is coming then algorithm will apply 

train model on test data to predict/classify 

device. 

In this paper, CSV IOT traffic data from URL 

‘http://iotanalytics.unsw.edu.au/.’ is 

downloaded and used as dataset for this 

application to train random forest algorithm. 

Below are some example from dataset 

Packet ID, Flow Duration, Flow Rate, 

eth.src, eth.dst, IP.src, IP.dst, IP.proto, 

port.src, port.dst, IOT class 

2,1475845202,54,14:cc:20:51:33:ea,44:65:0d:

56:cc:d3,205.251.242.52,192.168.1.240,6,443,

47559,Tp-LinkT_51:33:ea 

4,1475845203,97,14:cc:20:51:33:ea,08:21:ef:3

b:fc:e3,188.165.38.151,192.168.1.239,6,443,5

3911,Tp-LinkT_51:33:ea 

15,1475845204,78,08:21:ef:3b:fc:e3,14:cc:20:

51:33:ea,192.168.1.239,188.165.38.151,6,539

11,443,SamsungE_3b:fc:e3 

16,1475845204,78,08:21:ef:3b:fc:e3,14:cc:20:

51:33:ea,192.168.1.239,188.165.38.151,6,589

33,443,SamsungE_3b:fc:e3 

17,1475845204,60,d0:52:a8:00:67:5e,14:cc:20

:51:33:ea,192.168.1.196,52.1.40.122,6,2179,4

43,Physical_00:67:5e 

In above dataset all bold format names are the 

dataset column and below the column names 

are the dataset values. All those values send by 

devices and in last column we can see the 

name of the device. By using above dataset we 

will train random forest algorithm. Now we 

can see some test data which we consider as 

new data coming from device but we don’t 
know from which device it sent. Random 

forest will help in identifying device name 

Packet ID, Flow Duration, Flow Rate, 

eth.src, eth.dst, IP.src, IP.dst, IP.proto, 

port.src, port.dst 

50,1475845209,74,14:cc:20:51:33:ea,08:21:ef:

3b:fc:e3,203.5.76.209,192.168.1.239,6,443,46

960 

51,1475845209,66,08:21:ef:3b:fc:e3,14:cc:20:

51:33:ea,192.168.1.239,203.5.76.209,6,46960,

443 

52,1475845209,66,14:cc:20:51:33:ea,30:8c:fb:

2f:e4:b2,52.87.241.159,192.168.1.106,6,443,4

7940 

In above test data we have device values but 

we don’t from which device it came and we 

can identify with this application. 

4. RESULTS 

In below screen we can see total dataset size is 

1893 and algorithm using 1514 records for 

training and 379 for testing. Now click on 

‘Run Random Forest Algorithm’ button to 

perform classification data 
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In above screen in dialog box we can see 

random forest able to correctly classify up to 

98.41%. in above screen we got device name 

for all 20% test data. Now click on 

‘Classification Accuracy Graph’ button to 

view random forest accuracy in graph 

 

 

 

In above screen we can see first record data 

came from device TP-LINK and we got device 

name for other test data also. 

5. CONCLUSION 

Finally, we discussed the trade-offs between 

cost, speed, and performance involved in 

deploying the classification framework in real-

time. Our study paves the way for operators of 

smart environments to monitor their IoT assets 

for presence, functionality, and cyber-security 

without requiring any specialized devices or 

protocols. 
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