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ABSTRACT: Using VLSI more number of transistors can be embedded on a single chip. As 
the space between transistors or circuits decreasing the system or chip is more susceptible to 

faults. Fault tolerant systems required to avoid inaccurate results. Multiplexer is a device 

which selects input signals based on select signal. The existing papers deal with only self 

checking multiplexer. In this project, design a high efficient self repairable fault tolerant 
system is implemented. Basically, multipliers are key arithmetic circuits in many of these 

applications including digital signal processing (DSP). This fault tolerant system firstly 

performs the pre- processing stage. In pre processing stage bits are generated and next bits 

are assigned in particular format. By checking repairable logic the operation is performed. 
Fault tolerant system will detect any types of faults if there or else it will send it trough the 

output block. Hence this project reduces the errors in effective way. 

 

KEYWORDS: VLSI, Digital signal processing (DSP), Multiplexer, Fault tolerant 
system, self repairable. 

 

I. INTRODUCTION 
As machine learning algorithms are getting 

more popular, there is an increasing demand 
for developing hardware accelerators for 

them. In particular deep neural networks 

such as Convolutional Neural Networks 

(CNNs) have multiple traits that make them 
very attractive for hardware acceleration, 

such as high structural regularity, high 

computational complexity, and yet wide 

applicability and high recognition 
performance.  

FPGAs are one of the most preferred 

platforms due to their high flexibility and at 

the same time high parallelism [1]. Hence 
much effort has been made to create better 

CNN accelerators on FPGAs. A unique 

option available to hardware 

implementations of DNNs (Deep learning 

Neural Networks) is the flexibility in data 
width of arithmetic operations [2]. GP-

GPUs, for instance, have long provided only 

two options-either single-precision or 

double-precision floating point— since 
integer arithmetic on modern GP-GPUs has 

zero or negative performance advantage [3]. 

Recently half-precision was introduced on 

some select models, but this is a one-time 
change and not customizable by user. By 

contrast an ASIC (Application-Specific 

Integrated Circuit) implementation can 

choose whatever precision sufficient for the 
target CNN application. As recent work 

suggests that 8-bit fixed-point is often 

enough for inference, even for deep CNNs, 
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there is a good opportunity to increase 
performance for free by using lower 

precision without affecting output quality. 

FPGAs, too, have the flexibility, and using 

reduced precision means potentially higher 
throughput on the same FPGA [4].  

 

In practice, however, since most arithmetic 

operations are implemented using DSP 
blocks, and DSP blocks, too, support only a 

limited set of precisions, it is not easy to 

achieve higher performance through reduced 

arithmetic precision. For example, the DSP 
block of Xilinx FPGAs, DSP48E1, can 

perform a 25x18-bit multiplication only, and 

there is no way to perform two 8x8-bit 

multiplications simultaneously on the same 
DSP block for higher throughput [5]. This 

paper is about how to turn an ordinary DSP 

block of an off-the-shelf FPGA device into a 

2-way SIMD 40 (SingleInstruction Multiple-
Data) MAC (Multiply-and-Accumulate) 

unit, that can deliver 4 ops/cycle by 

performing two multiplyand-add operations 

simultaneously with reduced data width. 
Though we evaluate our technique for a 

Xilinx Virtex-7 FPGA only, our method is 

generic and applicable to other FPGAs with 

similar hardware DSP blocks. Our technique 
does not require any change in the FPGA 

fabric itself. Realizing SIMD add on a DSP 

unit is trivial and it is already supported. A 

SIMD multiply using LUTs (Look-Up 
Tables) is also trivial. The challenge is how 

to realize SIMD multiply on a DSP block of 

an FPGA. Using DSP blocks is important, 

since most DNN implementations on 
FPGAs rely on DSP blocks for MAC 

operations, and therefore being able to 

perform two MACs using one DSP block 

essentially means free 2X improvement in 
computation throughput [6]. 

 
 

II. LITERATURE SURVEY 
The below figure (3.) shows the structure of 

existed system. The entire flow chart 

performs its operation in four stages which 

are discussed below 

 
Fig. 1: EXISTED SYSTEM 

The technology is scaling down, chip 

density is increasing so that millions of 

transistors are embedded on a single die. 
The yield may decrease due to process 

variations, deviation in parameters and 

lithographic effects. This advanced 

microelectronic technologies more 
susceptible to faults. The response of a 

circuit may be invalid because of presence 

of faults [7-9]. This leads to inaccurate 

results. Fault secure systems are very much 
needed to withstand faults. So the self 

checking and repairing is necessary for 

correct operation of the circuit. In self 

checking the fault is detected by circuit itself 
and in self repairing the circuit can repair 

itself and produces correct output. The 

overall circuit performance depends on 

individual gates of the circuit. Using small 
number of gates for design can increase the 

performance in terms of delay, area and 

power. To get high speed the critical path 

should be as minimum as possible. Similarly 
to get low power less number of gates are 

used at circuit level without compromising 

the accuracy of the circuit. Multiplexers are 
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used in wide variety of applications like 
adders, multipliers, communication, digital 

signal processing etc [10]. Based on the 

selection signal multiplexer will select the 

input data and passes it to the output. The 
presence of fault in a 38 multiplexer causes 

invalid data at the output. The multiplexer 

should be fault secure so that it gives valid 

data at the output even though faults are 
present in it.  

 

Self checking multiplexer was proposed. 

This self checking multiplexer designed by 
using four transmission gates and an inverter 

as shown in Fig. 1. When CS is low S0N is 

passed to SN. Similarly when CS is high 

S1N is passed to SN. Thus it implements the 
function of multiplexer. In this self checking 

multiplexer when SN and SN_bar are same 

then it shows the presence of a fault. By 

using this structure only fault is detected and 
can’t be repairable. To make the multiplexer 

self repairing two different structures are 

proposed. The CS bar signal is the inverted 

signal of CS. In Fig. 1 the circuit enclosed in 
square box shows the basic structure of 2:1 

multiplexer. Remaining structure which is 

not included in the square box is used for 

repairing the above 2:1 multiplexer. The 
circuit is able to detect all possible single 

and multiple faults present in the 2:1 

multiplexer and repairs the circuit. The 

circuit gives 100% error recovery. Consider 
Fig. 1. Assume there is a stuck at ‘0’ fault at 

y. Since y was stuck at ‘0’, it will give 

always ‘0’ as the output. However when this 

value is passed to repairing circuit, it detects 
the fault and produces correct output. This is 

shown in Fig. 1. Similarly assume there is a 

stuck at ‘1’ fault at y. Since y was stuck at 

‘1’, it will give always ‘1’ as the output. 
However when this value is passed to 

repairing circuit, it detects the fault and 

produces correct output. This is shown in 

Fig. 1. So when there is fault in multiplexer 
block, then output Op gives the inverted 

value of y. If there is no fault, then y value is 

passed to the output Op. The above 

proposed multiplexer 1 uses additional 
circuitry to repair. In the proposed self 

repairing multiplexer 2 the building blocks 

of multiplexer itself are self repairable. 
 

III. PROPOSED ARCHITECTURE 
The figure (2) shows the block diagram of 

proposed system. This fault tolerant system 

firstly performs the pre-processing stage.  

 
Fig. 2: BLOCK DIAGRAM OF PROPOSED 

SYSTEM 

In pre processing stage bits are generated 

and next bits are assigned in particular 
format. By checking repairable logic the 

operation is performed. Fault tolerant system 

will detect any types of faults if there or else 

it will send it trough the output block. Here 
firstly, the operands are loaded in the 

multiplier. The arithmetic operations like 

addition and multiplication operations are 

performed. The obtained result of this will 
be saved in the barrel shifter. Here 

irreducible polynomial function is not used 

in the system. The main intent of register 

multiplier is to store the bit representation 
and give polynomial output a(t). Here 

parallel load operation is performed in the 

most significant bit position. In the same 

way left shift operations are performed in 
MSB bit. The multiplicand bit is used b(t) 
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value to store the value in register. The 
parallel load operation is also applied in the 

multiplicand. The obtained value is stored in 

the register. The right shift operation is 

performed in the multiplicand register block. 
crypto core processor is used to transfer the 

data in multiplicand register.  

 

The barrel shifter consists of root and load 
mr and this are taken as input to this block. 

The multiplier register is generally attached 

to the finite field arithmetic circuit. In the 

same way, multiplicand register consists of 
shift, data_in and load_md bits which are 

taken as input to the barrel shifter. It will 

shift the data and as well as load the data in 

effective way. Result register consists of 
output and saves the entire arithmetic result. 

Compared to existed system, the proposed 

system gives effective results. The result 

multiplier and multiplicand is saved in the 
result barrel shifter block. The both a(t) and 

b(t) values are assigned in the barrel shifter 

blocks. The obtained values in the barrel 

shifter block will shift the bits to adder 
block. This block will perform the addition 

operation. After performing particular 

operation, the bits are shifted to the result 

register. This result register will save the 
output as product. At last the barrel shifter 

will perform the parallel operation in 

effective way.  

 
Partial-Product Multiplication is an 

alternative method for solving multi-digit 

multiplication problems. This is a strategy 

that is based on the distributive (grouping) 
property of multiplication. The first partial 

product is created by the LSB of the 

multiplier, the second partial product is 

created by the second bit in the multiplier, 
etc. The final partial products are added with 

a accurate adder circuit. The accurate adder 

is decided by architecture/system-level 

applications. A self configuration technique 
has been proposed for the scenarios where 

architecture/systemlevel choice is either 

unclear or difficult. A carry is propagated 

through several consecutive bits because of 
the actual path delay is large. When the 

actual carry propagation chain is short, there 

is no need to use approximation 

configuration, which is intended to cut carry 
chain shorter. 

 

IV. RESULTS 
The figure (3) shows the RTL schematic of 
proposed system.  

 
Fig. 3: RTL SCHEMATIC OF PROPOSED 

SYSTEM 

Registertransfer logic deliberation is utilized 

in equipment portrayal dialects (HDLs) like 

Verilog and VHDL to make elevated level 

portrayals of a circuit, from which lower-
level portrayals and at last genuine wiring 

can be determined. Structure at the RTL 

level is run of the mill practice in present 

day advanced plan. 
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Fig. 4: TECHNOLOGY SCHEMATIC OF 

PROPOSED SYSTEM 

The figure (4) shows the Technology 

schematic of proposed system. This 
schematic is generated after the optimization 

and technology targeting phase of the 

synthesis process. It shows a representation 

of the design in terms of logic elements 
optimized to the target Xilinx device or 

"technology"; for example, in terms of of 

LUTs, carry logic, I/O buffers, and other 

technology-specific components. Viewing 
this schematic allows you to see a 

technology-level representation of your 

HDL optimized for a specific Xilinx 

architecture, which might help you discover 
design issues early in the design process 

 

 
Fig. 5: OUTPUT WAVEFORM OF PROPOSED 

SYSTEM 

The figure (5) shows the output waveform 

of proposed system. The entire project is 

implemented using 32 bits. 

V. CONCLUSION 
As the multiplexer is very vital component 

in many systems, faults in multiplexer lead 

to inaccurate results in the systems. Fault 

tolerant systems must need fault tolerant 
multiplexer to avoid faults. Hence, in this 

project, design a high efficient self 

repairable fault tolerant system was 

implemented. This fault tolerant system 

firstly performs the pre-processing stage. In 
pre processing stage bits are generated and 

next bits are assigned in particular format. 

By checking repairable logic the operation is 

performed. Fault tolerant system will detect 
any types of faults if there or else it will 

send it trough the output block. The 

proposed self repairing multiplexers can be 

used in fault tolerant systems to get error 
recoverability. The structure repairs itself so 

that no external inputs are required to repair. 

This avoids the area overhead. The circuits 

are simulated and verified the outputs. The 
fault tolerance of the proposed structures is 

verified. Hence this project reduces the 

errors in effective way. 
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