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ABSTRACT 

The swift IoT devices has transformed industries, but it has also made networks more vulnerable 

to a wide range of cyber threats. This study develops deep learning-based models to identify 

malicious activity in IoT ecosystems, utilizing a combination of Generative Adversarial Networks 

(GANs), Capsule Networks, and Multi-Layer Perceptrons (MLPs). GANs are employed to address 

data imbalance by generating synthetic IoT data, including uncommon attack scenarios. Capsule 

Networks are used to detect intricate attack patterns by analyzing complex feature relationships. 

Finally, the MLP classifier leverages these rich representations to accurately differentiate between 

benign and malicious behaviors. Experimental findings highlight the efficacy of the suggested 

model in  enhancing the security of IoT networks. 

Keywords: Internet of Things (IoT), Deep Learning, Cybersecurity, Network Security, 

Anomaly Detection, Multi-Layer Perceptrons (MLPs), Generative Adversarial Networks (GANs) 

 

INTRODUCTION 

 

The IoT has introduced significant advancements in the way devices and systems interact. 

With billions of IoT devices deployed worldwide—from smart home systems to industrial 

automation—IoT has brought about considerable improvements in efficiency and functionality 

across multiple industries. However, the scale and diversity of these devices pose substantial 

security challenges. Each IoT device serves as a possible access point for cybercriminals, posing 

a threat to the network security a critical concern for IoT ecosystems. Securing IoT systems is 

essential, as a breach could have severe consequences,ranging from unauthorized access to 

confidential information to the disruption of critical services. The interconnected nature of IoT 

networks further complicates matters, as a single compromised device can quickly infect the entire 

ecosystem. Traditional security measures often fall short in such dynamic, resource-constrained 

environments, where devices continuously join or leave the network. As a result, Intrusion 

Detection Systems (IDS) based on signature detection methods are typically inadequate against 

emerging or unknown attack types. 

Machine learning (ML), particularly deep learning, has demonstrated promise in overcoming the 

limitations of traditional approaches by enabling the detection of complex and novel attack 

patterns. Nonetheless, challenges remain, including the issue of class imbalance in attack datasets 
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and the difficulty in capturing intricate attack patterns. This paper proposes a hybrid deep learning 

model that integrates Generative Adversarial Networks (GANs), Capsule Networks (CapsNets), 

and Multi-Layer Perceptrons (MLPs) to enhance the detection of malicious activities in IoT 

networks. GANs address data imbalance by generating synthetic attack data, CapsNets help 

identify sophisticated attack patterns, and MLPs are employed to classify benign versus malicious 

activities. 

 

LITERATURE REVIEW 

 

As IoT continues to expand, its security risks have become a central focus. The large 

number of interconnected devices creates multiple vulnerabilities, and a breach in one device can 

compromise the entire network. Traditional security approaches like signature-based detection 

systems are ineffective against new or evolving attack methods. Machine learning techniques, 

especially deep learning, have shown significant potential in overcoming these shortcomings. By 

learning complex attack patterns from large datasets, deep learning models can adapt to new 

threats. However, IoT security presents additional challenges, such as resource limitations on IoT 

devices and the constantly changing nature of IoT networks. Various studies have explored 

different machine learning models to address these challenges. For instance, one study proposes a 

distributed deep learning framework using  DCNN embedded in IoT devices and a cloud-based 

LSTM network. The DCNN detects phishing and application-layer attacks at the device level, 

while the LSTM processes data on the cloud to detect Botnet activities and distributed phishing. 

The proposed hybrid approach in this study builds upon these advancements by leveraging GANs 

for data augmentation, CapsNets for hierarchical feature detection, and MLPs for classification, 

ultimately aiming to provide a robust solution for IoT security. 

 

PROPOSED SYSTEM 

 

The proposed system combines GANs, Capsule Networks, and MLPs to create a 

comprehensive deep learning model capable of detecting cyber-attacks in IoT networks. This 

approach aims to overcome several key challenges in IoT security, such as handling unstructured 

data capturing complex attack patterns, and adjusting to the ever-changing nature of IoT networks. 

Step 1: Data Preprocessing and Analysis 

The first step involves collecting and cleaning IoT datasets that include both benign and malicious 

activity. This includes removing noise, handling missing data, and addressing outliers. Data 

normalization and scaling are applied to ensure uniformity across numerical features. EDA is 

performed to gain insights into the data distribution and recognize potential class imbalances 

between benign and attack instances. 

Step 2: Synthetic Data Generation Using GANs 

To address data imbalance, GANs are employed to create synthetic attack data, especially for 

attack types with limited representation. The GAN framework comprises two neural networks: a 
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generator that produces synthetic attack instances and a discriminator that differentiates between 

real and generated samples.  data from synthetic data. This synthetic data generation helps improve 

the model's ability to detect both common and rare attack patterns. 

Step 3: Feature Engineering and Representation 

Relevant features, such as network traffic patterns, CPU usage, and device-specific metrics, are 

extracted from the IoT datasets. Feature selection methods are used to identify the most significant 

features for attack detection, and dimensionality reduction techniques, such as PCA, are used to 

reduce the complexity of the data. Feature scaling ensures that the model can effectively learn from 

the data by normalizing it to a common scale. 

Step 4: Modeling with Capsule Networks 

Capsule Networks are employed to capture hierarchical relationships within the data. CapsNets 

are particularly useful in detecting complex attack patterns, such as sequential actions across 

multiple devices or unusual temporal relationships. The Capsule Network learns these 

relationships to better understand and identify sophisticated attacks that may not be immediately 

apparent using traditional machine learning models. 

Step 5: Training the MLP Classifier 

The Multi-Layer Perceptron (MLP) classifier is used for the final classification task. The MLP 

receives the feature representations produced by the Capsule Network and classifies IoT activities 

as either benign or malicious. The MLP is trained using both real and synthetic data to improve 

classification accuracy. A combination of activation functions, such as ReLU for hidden layers 

and softmax for the output layer, is used to generate probabilistic outputs. 

Step 6: Model Evaluation 

The output is evaluated using a range of metrics,based on the TP  and FP and TN and FN rate and 

AUC. Cross-validation is employed to assess the model's generalizability and to avoid overfitting. 

Performance is benchmarked against other models, such as RF and SVM, to determine the efficacy 

of the proposed approach. 

Step 7: Optimization and Fine-Tuning 

Tuning is performed using methods like grid search or random search to identify optimal 

parameters, including learning rate and batch size. Regularization techniques, such as dropout or 

weight decay, are used to avoid overfitting. 

Step 8: Deployment and Real-Time Monitoring 

After the model is trained and optimized, it is deployed in a real-time IoT network monitoring 

system. The model continuously processes incoming IoT data to identify and mitigate potential 

attacks as they occur. Additionally, the system is designed to adapt to new attack patterns by 

periodically retraining the model with fresh data. 

 

METHODOLOGY 

 

IoT is rapidly expanding, with millions of devices now connected to the network. This vast 

network of devices supports a wide range of smart applications, from home automation to 
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industrial monitoring. However, the proliferation of IoT devices also introduces significant 

cybersecurity risks. As the number of connected devices increases, so does the attack surface for 

potential cyberattacks. In response to this challenge, there is growing interest in applying advanced 

deep learning (DL) techniques to enhance the detection of malicious activities in real time.This 

article explores how deep learning can be utilized for real-time cyberattack detection in IoT 

environments. It covers the entire process, from data collection and preprocessing to model 

selection, training, and deployment, offering a structured methodology to secure IoT systems using 

cutting-edge deep learning algorithms. DL,, a subset of ML and NN with multiple layers to 

automatically extract patterns from complex datasets. This makes deep learning particularly well-

suited for IoT environments, where devices generate large volumes of diverse data. By training 

deep learning models to recognize normal behavior patterns, these systems can efficiently identify 

potential threats, such as DoS attacks, MitM attacks, device hijacking, and data injection. The 

primary objective of deep learning for IoT security is to enable models to distinguish between 

benign and malicious activities, classifying network traffic and sensor data as either normal or 

anomalous. 

Deep Learning Models for IoT Attack Detection 

Several deep learning architectures can be applied to IoT attack detection, each suited to different 

types of data—such as time-series, spatial, or mixed datasets. Below are the key models used in 

this context: 

1. CNN 

Although CNNs are most commonly associated with image processing, their ability to identify 

spatial patterns makes them effective for analyzing IoT network traffic. CNNs can automatically 

detect patterns such as traffic spikes or unusual packet sizes, which are indicative of DoS attacks 

or network anomalies. 

CNN-based Detection Algorithm: 

• Input Layer: The model ingests IoT data in the form of a matrix where each row represents 

a specific feature (e.g., packet size, timestamp, protocol). 

• Convolutional Layers: These layers scan the input data using filters to identify local 

patterns like traffic anomalies or burst packets. 

• ReLU: The ReLU introduces non-linearity to help the model capture more complex 

patterns. 

• Pooling Layers: It reduces the attributes of feature maps while preserving significant 

information, making the model more efficient. 

• Fully Connected Layers: These layers interpret high-level features and map them to 

output classes (normal or attack). 

• Output Layer: A softmax function classifies the data as either normal or anomalous based 

on the learned features. 
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2. RNN and LSTM Networks 

RNNs and LSTMs are designed for sequential data, making them ideal for analyzing time-series 

data, such as IoT sensor readings or network logs. Since many attacks unfold gradually, these 

models can capture temporal dependencies and detect slow-evolving anomalies. 

RNN/LSTM-based Detection Algorithm: 

• Input Sequence: The model processes a series of time-stamped data points (e.g., sensor 

readings or network packets). 

• Hidden States (RNN): In an RNN, the hidden state is updated at each time step, integrating 

the current input with prior data to capture dependencies over time. 

• LSTM Networks: LSTMs address the vanishing gradient problem of traditional RNNs. 

They use gates to control the flow of information, allowing them to retain information over 

longer periods. 

• Fully Connected Layers: The LSTM output will go by fully connected layers, which map 

the features to a final classification (normal or attack). 

• Output Layer: A softmax or sigmoid function classifies the sequence as either normal or 

anomalous, based on temporal patterns. 

3. Autoencoders for Anomaly Detection 

Autoencoders are unsupervised NN that learn to encode data into a reduce space and then 

reconstruct it. Since IoT systems generate mostly normal data with few anomalous events, 

autoencoders can be trained exclusively on normal data. They detect anomalies by measuring 

reconstruction errors, with significant deviations suggesting a potential attack. 

Autoencoder-based Detection Algorithm: 

• Encoder: It reduces the input data to the lower-dimensional. 

• Decoder: It reconstructs the I/p data from the compressed latent representation. 

• Loss Function: The reconstruction error (e.g., mean squared error) is computed, reflecting 

the difference between the original and reconstructed data. 

• Anomaly Detection: If the reconstruction error exceeds a certain threshold, the data is 

flagged as anomalous, indicating a possible attack. 

4. GANs 

GANs are typically used for generating synthetic data, but their discriminator component can be 

employed for attack detection. The user provided a data, is tells about real and malicious data, 

making it an effective tool for detecting cyberattacks. 

GAN-based Detection Algorithm: 

• Generator: The generator creates synthetic data that mimics normal IoT traffic or sensor 

readings. 

• Discriminator: It is trained between real and synthetic data, learning to identify normal 

versus attack patterns. 

• Adversarial Training: As the generator improves in producing realistic synthetic data, the 

discriminator becomes better at detecting malicious activities. 
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• Classification: Once trained, the discriminator classifies incoming data as normal or 

anomalous based on the learned characteristics of IoT network behavior. 

Training Deep Learning Models 

Once an appropriate deep learning model is selected, it is trained using labeled datasets that contain 

both normal and attack data. The training process includes data preprocessing, feature extraction, 

and model fine-tuning to optimize performance. During this phase, the model learns to recognize 

attack patterns and classify incoming data accurately. 

Real-Time Attack Detection and Deployment 

After training, the deep learning model is deployed for real-time attack detection in IoT 

environments. The model continuously monitors data streams from IoT devices or network traffic, 

classifying data as either benign or malicious. If an attack is detected, the system can trigger an 

alert and take appropriate action, such as isolating compromised devices or blocking malicious 

traffic. 

By leveraging advanced deep learning techniques like CNNs, RNNs, LSTMs, autoencoders, and 

GANs, IoT systems can achieve automated and highly efficient attack detection. These models not 

only improve the adaptability and scalability of IoT security but also provide a proactive approach 

to mitigating cyber threats in real-time. 

 

RESULTS AND DISCUSSION 

 

While the DNN model is to check cyberattacks in IoT systems offers significant advantages, 

such as improved detection accuracy and scalability, there must be so many tasks that need to be 

overcome such as: 

• Computational Overhead: Deep learning models, particularly those based on large neural 

networks, can require significant computational resources, which may be a concern for IoT 

devices with limited processing power. 

• Data Imbalance: The vast majority of IoT data is normal, with only a small percentage 

representing malicious activities. This imbalance can make it difficult for models to learn 

effective attack patterns without overfitting. 

• Model Interpretability: Deep learning models, especially DNN is taken "black boxes," 

making it difficult to interpret why a particular decision was made. This lack of 

transparency is a challenge for security professionals who need to understand and trust the 

model’s predictions. 

Despite these challenges, deep learning remains a promising approach to securing IoT networks. 

By addressing issues like computational efficiency, data imbalance, and interpretability, deep 

learning-based systems can provide a robust and scalable solution for safeguarding the growing 

number of IoT devices against evolving cyber threats. 



 

 

Volume 14 Issue 01 Jan 2025                                      ISSN 2456 – 5083                               Page 70 

 

 
Fig 1. In above screen importing required python packages and classes 

 
Fig 2. In above screen defining function to find and display different labels found in dataset 



 

 

Volume 14 Issue 01 Jan 2025                                      ISSN 2456 – 5083                               Page 71 

 

 
Fig 3. In above screen looping and reading all images from dataset folder and then resizing and 

adding to training X and Y array and then in blue colour text displaying total number of images 

loaded 

 
Fig 4. In above screen displaying  predictions of the algorithm 
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Figure 5: The results shown in the figure indicate that the GAN model combined with MLP and 

Softmax achieved an impressive 100% accuracy. Additional metrics, such as precision and recall, 

can be observed through the confusion matrix. In the confusion matrix, the x-axis represents the 

predicted labels, and the y-axis represents the true labels. The diagonal color boxes reflect the 

number of correct predictions, while the blue boxes off the diagonal represent incorrect 

predictions, which are very few in this case. In the ROC curve, the x-axis represents the False 

Positive Rate, while the y-axis represents the True Positive Rate. If the blue line falls below the 

orange line, it indicates that most predictions are incorrect or false. Conversely, if the blue line is 

above the orange line, it suggests that the predictions are largely correct or true. In the shown ROC 

graph, only a few predictions fall below the orange line. 

 
Fig 6 In above screen defining  deep learning models GAN and MLP layer for training and you 

can see LSTM layer at ‘======dashed’ lines so we are combining both GAN and MLP as hybrid 

algorithm and after executing above block will get below output 
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Fig 7. In above screen applying pre-processing techniques like Normalization, shuffling and 

splitting dataset into train and test where application using 80% dataset for training and 20% for 

testing and then in blue colour text displaying training and testing size images 

 

 

 

 
Fig 8. In above screen displaying graphs of different labels and number of images found in that 

label 



 

 

Volume 14 Issue 01 Jan 2025                                      ISSN 2456 – 5083                               Page 74 

 

 
Fig 9. In above screen defining function to find and display different labels found in dataset 

 

 

CONCLSUION 

 

This study presents a deep learning-based framework for detecting cyberattacks in IoT 

environments, leveraging Generative Adversarial Networks (GANs), Capsule Networks, and 

Multi-Layer Perceptrons (MLPs). GANs address the challenge of data imbalance by generating 

synthetic attack data, enabling the model to better recognize malicious patterns. Capsule Networks 

enhance the model’s ability to capture complex relationships within the data, facilitating the 

detection of sophisticated and evolving attack strategies. Finally, MLPs serve as the classifier, 

accurately distinguishing between normal and malicious activities. Experimental results on 

benchmark IoT datasets show that the proposed framework significantly improves detection 

accuracy, offering a scalable and effective solution for protecting IoT networks from emerging 

cyber threats. This approach underscores the promising potential of deep learning techniques in 

providing dynamic and adaptive security for IoT ecosystems. 
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