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Abstract  

The convergence of mobile apps and cloud computing has propelled Mobile Cloud 

Computing into the spotlight, attracting significant attention from academia and industry 

alike. Concerns surrounding the security of mobile cloud applications primarily revolve 

around data integrity, user privacy, and service availability. Taking a preventive approach to 

address security issues, early detection and isolation of cyber risks in the mobile cloud 

computing system is essential. Our research introduces a cutting-edge framework that utilizes 

deep learning to detect cyber-attacks in the mobile cloud environment. The proposed model 

employs BMO-DBN, a deep belief network (DBN) optimized using the barnacles mating 

optimizer (BMO) method, for cyber-attack detection. Through empirical evidence, we 

substantiate that our suggested framework not only distinguishes various types of cyber-

attacks but also achieves a remarkable level of accuracy. 

Keywords: Cyber Security, Mobile cloud computing, deep learning approach, cyber-attacks 

detection, deep belief network 

 

 

I INTRODUCTION  

Cyber security encompasses a range of 

procedures, methods, tools, and 

technologies that work together to protect 

computer systems, networks, software, and 

data from unauthorized access, ensuring 

their availability, confidentiality, and 

integrity. Various cyber security measures 

exist at the application, network, host, and 

data levels, contributing to the protection 

of electronic information resources. 

Safeguarding critical digital assets is 

crucial as cyber attackers continue to 

outpace existing defences, posing a 

significant risk to their security.  

 

 

 

II RELATED WORK  

 [1] A challenging dataset is used to 

evaluate the recommended technique for 

validity, and the findings show improved 

performance. [2] Quantum support vector 

machines (QSVM), k-nearest neighbours 

(KNN), linear discriminant and quadratic 

discriminant long short-term memory 

(LSTM), and auto encoder algorithms are 

examples of machine learning and deep 

learning methods. According to 

experimental findings, the KNN and 

LSTM algorithms were 98.55% and 

97.28% accurate at categorising objects 

into binary categories. [3] Utilizing the 

intermediate observer approach, attack 

https://link.springer.com/article/10.1007/s10586-021-03401-5
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reconstruction and state estimation of the 

attacked CPPS are completed. 

III. PROPOSED METHOD 

A framework for using deep 

learning technology to detect and prevent 

cyber-attacks. A deep belief network 

(DBN), which is then optimised using the 

barnacles mating optimizer (BMO) method 

and utilised as a cyber-attack detection 

tool, is trained using a training dataset. As 

a technique for detecting cyber-attacks, 

BMO-DBN, a deep belief network (DBN) 

improved by the barnacles mating 

optimizer (BMO) method, is used.  

 

Figure 1. The overall work of the proposed 

model. 

 Additionally, SBS and Wi-Fi 

system resource application has been 

improved, increasing system throughput. 

The BMO-DBN model's operational 

procedure is depicted in Fig. 1. 

 

3.1 CYBERATTACK DETECTION 

USING DBN MODEL 

Cyber-attack detection using DBN, 

with 𝑢 = {𝑢𝑚}'m nodes in the visible layer 

and 𝑣 = {𝑣𝑛} nodes in the hidden layer, 

and RBM is pre-trained in this 

configuration. The provided set of visible 

variables (𝑢) equals 'um' and the specified 

set of hidden variables 𝑣 = {𝑣𝑛}. The 

weights for each feature vector are 

randomly determined by Gibb's sampling 

in the con-transitive divergence (CD) 

algorithm. The hidden and obvious nodes 

are taken to be binary stochastic elements, 

according to our assumption. The bipartite 

graph composed of visible and hidden 

nodes has no visible-visible or hidden-

hidden linkages. There aren't any links 

between the layers; only between layers. 

Figure 2 shows how the RBM is given the 

input data and instructed to re-represent 

them. 

 

Figure 2: The Architecture of DBN.  

Figure 2 illustrates how all RBMs 

create a visible layer with visible units 𝑣 = {𝑣1, 𝑣2, … , 𝑣𝑖} and a hidden layer with 

hidden units ℎ = {ℎ1, ℎ2, … . ℎ𝑗}. the 

energy function's model parameters for 

DBN 𝜃 = [𝑊, 𝑏, 𝑎] are given as: 

𝐸(𝑣, ℎ; 𝜃) = − ∑ ∑ 𝜔𝑖𝑗𝑣𝑖ℎ𝑗 − ∑ 𝑏𝑖𝐼
𝑖=1 𝑣𝑖𝐽

𝑗=1
𝐼

𝑖=1− ∑ 𝑎𝑗ℎ𝑗                    (1)𝐽
𝑗=1  

where 𝐽, 𝑏𝑖 and 𝑎𝑗 denote the bias 

conditions of the visible and hidden units, 

respectively, and 𝜔𝑖𝑗 denotes the link 

weight among visible unit 𝑣𝑖 and the entire 

number is 𝐼 as well as hidden unit ℎ 's 

entire number is J. Based on the energy 
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function 𝐸(𝑣;  ℎ; 𝜃) a combined sharing 

full unit is computed as follows: 𝑝(𝑣, ℎ; 𝜃) = exp (−𝐸(𝑣, ℎ; 𝜃))𝑍          (2) 

Where the separated function 𝑍 = ∑ exp (−𝐸(𝑣, ℎ; 𝜃))ℎ;𝑣  is. The 

following formula is used to compute the 

conditional possibilities for the hidden and 

visible units ℎ and 𝑣: 𝑝(ℎ𝑖 = 1|𝑣; 𝜃) = 𝛿 (∑ 𝜔𝑖𝑗𝑣𝑖𝐼
𝑖=1 + 𝑎𝑗)  (3) 

𝑃(𝑣𝑖 = 1|𝑣; 𝜃) = 𝛿 (∑ 𝜔𝑖𝑗ℎ𝑖𝐽
𝐽=1 + 𝑏𝑖)  (4) 

Where 𝛿(𝑥) = 1 1 + exp (𝑥)⁄  

where 𝛿 is a logistic function. The RBMs 

are taught to maximise the potential of all 

possible outcomes. By stacking numerous 

RBMs, a DBN is produced, with the result 

of the l
th

 layer serving as the input for the 𝑙 + 1th
 layer. Pre-training and fine-tuning 

are the two steps of DBN that are broken 

down into the training model. Initial RBM 

sustains the information using a visible 

layer, which is converted into a concealed 

layer that is widely used in RBM. After 

layer-to-layer unsupervised training is 

finished, the classification layer of DBN is 

used to sustain the features that were 

automatically discovered by DBN. Finally, 

fine-tuning is put into practise in the 

classification layer to enhance DBN. The 

softmax layer is then employed for 

categorization. 

3.2. BMO ALGORITHM 

It is expected that the contender for 

a solution in the proposed BMO is 

barnacles. 

I) Initialization 

 Where the following expression 

can be made for the population vector: 𝑥 = [𝑥11   ….   𝑥1𝑁⁞     ⋱      ⁞𝑥𝑛1   ….  𝑥𝑛𝑁 ]                         (5) 

 

Where 𝑛 is the population size, or 

number of barnacles, and 𝑁 is the number 

of control variables. The upper and lower 

bounds of the issue to be solved are as 

follows, and they affect the control 

variables in Eq 5. 𝑎𝑏 = [𝑎𝑏1 … . , 𝑎𝑏𝑖]                 (6) 𝑙𝑏 = [𝑙𝑏1 … … 𝑙𝑏𝑖]                   (7) 

Where the 𝑖th
 variable's upper and 

lower bounds are denoted by 𝑎𝑏 and 𝑙𝑏. 

The best answer up to this point is found at 

the top of the vector 𝑋 after first 

evaluation of the vector 𝑋 and sorting. 

 

ii) Selection process 

When compared to previous 

evolutionary algorithms like GA, DE, etc., 

the suggested BMO uses a new strategy 

for the selection to be mated. As the length 

of the penises determines whether two 

barnacles are chosen, 𝑝𝑙. Let's imagine that 

a barnacle's maximum penis length is 

seven times longer than its size (𝑝𝑙 = 7), in 

which case barnacle #1 can only mate with 

one of the barnacles #2–#7 at a given 

iteration. Because it is over the limit, the 

normal mating process cannot take place if 

barnacle #1 chooses barnacle #8. 

Therefore, the sperm cast process 

(exploration), which will be discussed 

later, comes before the offspring 

generation. The straightforward choices 
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that are represented mathematically are as 

follows: 𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒−𝑑 = 𝑟𝑎𝑛𝑑𝑝𝑒𝑟𝑚(𝑛)         (8) 𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒_𝑚 = 𝑟𝑎𝑛𝑑𝑝𝑒𝑟𝑚(𝑛)         (9)  
Where 𝑛 is the population size and 𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒_𝑑 and 𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒_𝑚 are the 

parents that will be mated. The selection is 

made at random and satisfies the first 

assumption in the preceding subsection. 

iii) Reproduction 

Comparing BMO's proposed 

reproduction mechanism to previous 

evolutionary algorithms, it differs slightly. 

The Hardy-Weinberg principle is being 

used by the BMO to emphasise the 

inherited traits or genotype frequencies of 

the parents in creating the offspring 

because there are no precise formulae or 

formulas for calculating barnacle 

reproduction. The following expressions 

are suggested to generate new variables of 

offspring from the parents of barnacles in 

order to demonstrate the simplicity of the 

proposed. 

BMO:𝑥𝑖𝑁_𝑛𝑒𝑤 = 𝑝𝑥𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒−𝑑𝑁 +𝑞𝑥𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒_𝑚𝑁                               (10) 

where p is the normally distributed 

pseudo random numbers between [0, 1],𝑞 =  (1 −  𝑝), 𝑥𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒−𝑑𝑁  and 𝑥𝑏𝑎𝑟𝑛𝑎𝑐𝑙𝑒_𝑚𝑁  are the variables of Dad and 

Mum of barnacles respectively which has 

been selected in Eqn.(8),(9) P and Q are 

supposed to indicate the proportion of a 

parent's and parent's characteristics that are 

passed down to the next generation of 

offspring. As a result, based on the chance 

of a random number between 0 and 1, the 

offspring inherits the behaviours of the 

parents. The procedure for casting sperm is 

described as follows: 𝑥𝑖𝑛−𝑛𝑒𝑤 = 𝑟𝑎𝑛𝑑() × 𝑥𝑏𝑒𝑟𝑛𝑎𝑐𝑙𝑒_𝑚𝑛     (11) 

Where [0, 1] is a random number 

generated by rand (). It should be noticed 

that Eq. (11) illustrates the barnacle's 

offspring's straightforward evolutionary 

strategy. The mother's barnacle produces 

the new offspring for the exploring phase. 

This is because Mum's barnacle produces 

the new offspring because it takes the 

sperm from the water that the other 

barnacles have released. 

IV EXPERIMENT RESULT  

Three real datasets are used in our 

tests, provide a quick review of common 

cyber-security in MCC. Next, discuss how 

to assess the findings of the experiment. It 

employ three empirical, publicly available 

datasets to confirm the precision of the 

deep-learning cyber-attack detection.  

4.1 Accuracy 

Accuracy is defined as the ratio of 

correct detection throughout the entire 

traffic trace as follows: 𝑇𝑃𝑖+𝑇𝑁𝑖𝑇𝑃𝑖+𝑇𝑁𝑖+𝐹𝑃𝑖+𝐹𝑁𝑖where TP, TN, FP, and FN 

stand for "true positive", "true negative", 

"false positive," and "false negative," 

respectively. In order to define the average 

prediction accuracy of the M supported 

classes, we need to know: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 1𝑀 ∑ 𝑇𝑃𝑖 + 𝑇𝑁𝑖𝑇𝑃𝑖 + 𝑇𝑁𝑖 + 𝐹𝑃𝑖 + 𝐹𝑁𝑖
𝑀
𝑖  (12) 
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Algorithms NSL-

KDD 

UNSW-

NB15 

KDD 

cup 

Decision Tree 93.78 97.01 87.91 

Multilayer 

Perceptron 

87.91 90.16 96.77 

Random Forest 

Classifier 

88.39 94.44 97.02 

Proposed BMO 

with DBN 

90.99 97.11 99.23 

. Table 1: The Comparison between 

Our Propose Model with existing methods. 

 

Figure 3: Our proposed model is 

compared to current approaches. 

The performance of the deep 

learning strategy is compared in Table 1. 

We note that, for the same datasets, the 

proposed deep learning approach 

consistently delivers the best performance 

in terms of accuracy, precision, and recall.  

 

Algorithms Precision Recall 

Decision Tree 97.01 94.14 

Multilayer Perceptron 

(MLP) 

 

96.77 

 

90.87 

Random Forest 

Classifier 

97.02 94.42 

Proposed BMO with 

Deep Belief Network 

 

98.87 

 

99.22 

Table 2: The Comparison between 

Our Propose Model with existing methods. 

 

Figure 4: Our proposed BMO with 

Deep Belief Network (DBN) model 

Precision and Recall is compared to 

existing methods 

Table 2 compares the performance 

of the deep learning approach with those 

of other algorithms, some of which include 

Decision Tree, Multilayer Perceptron 

(MLP), and the Random Forest Classifier 

(RFC) (Figure 4). 

CONCLUSION 

In this study, we present a BMO 

using Deep Belief Network (DBN) to 

identify cyber threats in the mobile cloud 

environment. In this study, using a deep 

learning technique, we offer a novel 

framework for identifying cyber-attacks in 

a mobile cloud context. A deep belief 

network (DBN) optimised using the 

barnacles mating optimizer (BMO) 

approach is employed in the proposed 
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model for attack detection employing 

BMO-DBN as a tool to identify cyber-

attacks. Our suggested learning model has 

outperformed previous machine learning 

techniques, as shown by experimental 

findings, and can detect cyber-attacks with 

high accuracy. The results showed that 

BMO with Deep Belief Network (DBN) 

was able to provide very competitive 

results compared to existing algorithms. 
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