
 
 

Vol 12 Issue 03, Mar 2023         ISSN 2456 – 5083                                        www.ijiemr.org 

  

COPY RIGHT  

 

2023 IJIEMR. Personal use of this material is permitted. Permission from IJIEMR must 

be obtained for all other uses, in any current or future media, including 

reprinting/republishing this material for advertising or promotional purposes, creating new 

collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted 

component of this work in other works. No Reprint should be done to this paper, all copy 

right is authenticated to Paper Authors   

IJIEMR Transactions, online available on 31
st

 Mar 2023. Link 

:http://www.ijiemr.org/downloads.php?vol=Volume-12&issue=Issue 03 

10.48047/IJIEMR/V12/ISSUE 03/70 

Title WIRELESS SPECTRUM DETECTION USING DEEP LEARNING FOR WIRELESS 

COMMUNICATION 

Volume 12, ISSUE 03, Pages: 503-509 

Paper Authors  

E. Vargil Vijay, K. Meghana, M. Sivaiah, K. Charan, K. Sumanth 

    

                          

                                                                                    USE THIS BARCODE TO ACCESS YOUR ONLINE PAPER 

To Secure Your Paper As Per UGC Guidelines We Are Providing A Electronic 

Bar Code 



 

 

 Volume 12    Issue 03,  Mar   2023                               ISSN 2456 – 5083                                Page: 503 

 

 
Wireless Spectrum Detection using Deep learning for Wireless 

Communication 
 

 E. Vargil Vijay1**, Assistant Professor, SR Gudlavalleru Engineering College, Gudlavalleru 
K. Meghana2, Student, SR Gudlavalleru Engineering College, Gudlavalleru 
M. Sivaiah3, Student, SR Gudlavalleru Engineering College, Gudlavalleru 
K. Charan4, Student, SR Gudlavalleru Engineering College, Gudlavalleru 

K. Sumanth5, Student, SR Gudlavalleru Engineering College, Gudlavalleru 
1 **Corresponding author E-mail: Vargilvijay@gmail.com 

 

 

Abstract: 

The main focus of this article is Spectrum sensing for efficient data transfer in wireless 
communications. Currently, there is a need for an effective wireless communication system 
because the serviceable spectrum is not sufficient due to exponential growth in the number of 
wireless device users. One approach for effectively using the spectrum is through Radio 
frequency sensing. Spectrum-aware radio relies on Radio frequency sensing to detect available 
spectrum for better usage and to reduce harmful interference with licensed users. For 
spectrum sensing, there are currently established techniques based on energy detection, but 
the development of machine learning has made spectrum sensing more efficient. A machine 
learning-based model can perform better than traditional methods. To identify the existence of 
a licensed user, we suggest a machine learning spectrum sensing technique employing a 

Convolutional Neural Network model in a Gaussian environment. Such that if the spectrum is 
not being utilized by the licensed user then the secondary user can benefit from it. This 
methodology will be very helpful in resolving the spectrum scarcity problem in wireless 
communications. 
 
Key Words: Spectrum sensing, Spectrum utilization, Energy detection, CNN. 

 

INTRODUCTION: 
Wireless networks are now widely used and 
considered essential in today’s life due to 
the rapid development growth of its user 
base and range of applications [1]. The 
increasing demand for radio spectrum is 
beyond the capabilities of the present 
spectral management model is to keep up. 
To reduce this shortage, a variety of 
spectrum reuse solutions have been 
proposed. By enabling unlicensed users 
opportunistic access to the spectrum, it is 
possible to address the issue of spectrum 
utilization with the help of Spectrum-aware 
radio [2].  
 
According to the research that has been 
done, Cognitive Radio has many more 
benefits than only better spectrum 
management. When it comes to the 
spectrum shortage, Cognitive Radio was the 

premier solution to address the problem of 
spectrum scarcity because of its many 
benefits, including enhanced throughput  
and novel services in radio equipment and 
higher spectral efficiency [3].  
 
Cognitive radio technology is an interesting 
strategy for solving the problem of 
underutilized wireless spectrum. Cognitive 
radio can adapt the settings of its 
transmitter to the conditions in which it is 
operating [4]. Cognitive radios are 
developed to promote efficient use of the 
radio spectrum and to ensure that all users 
of the network have access to highly 
reliable communication capabilities at all 
times. Spectral sensing, Spectral 
management, Spectral sharing, and 
Spectral mobility are the four cornerstones 
of cognitive radio’s architecture. The 
purpose of spectrum sensing is to identify 
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authorized users and obtain information 
about available frequencies [5]. Spectrum 
sharing is the process of allocating scarce 
radio frequencies among competing users 
in a cost-effective manner. The goal of 
spectrum mobility is to keep 
communications running smoothly even 
when they are upgraded to a higher quality 
frequency range [3].  

 
 

Literature Survey 

Among all the studies, convolutional neural 
networks (CNNs) have emerged as the clear 
frontrunner. Studies by Captain [5] et al. 
discussed the most popular Radio 
frequency sensing methods which are 
energy disclosure and matched disclosure 
and they found that Receiver Operating 
Characteristic curves are being created by 
representing either detection chance versus 
false alarm probability. Given a bell-shaped 
distribution with zero mean and one 
standard deviation. Studies by Lee [7] et al. 

discussed about cooperative Radio 
frequency sensing in a reinforcement 
learning method and they found that 
Conventional CSS techniques perform 
worse than DCS, especially in challenging 
sensing environments. Further the run time 
of DCS is larger than those of conventional 
methods. It can be improved by decreasing 
the computation time. 

  
SPECTRUM SENSING: 

Radio signal detection in a specific 
frequency range is known as spectrum 

sensing. In dynamic spectrum access 
systems, where wireless devices can 
opportunistically access unused frequency 
bands, this technique is extremely 
important for facilitating optimal use of 
spectrum resources [1]. Spectrum sensing 
can be used in the context of data transfer 
to identify channels with sufficient 
bandwidth. Primary transmitter detection is 
used to describe the process of identifying 
the existence or vacancy of a primary 
transmitter signal in a particular frequency 
band [6]. 

 

Spectrum sensing can be accomplished by 
a variety of designs, namely cyclostationary 
feature identification, and compressive 
sensing. Different methods have different 
complexity levels, precision levels, and 
computational needs [3]. Particularly in 
cases where spectrum resources are scarce 
or otherwise congested, spectrum sensing 
plays a crucial role in ensuring efficient and 
reliable data transmission via wireless 
networks. Since models based on machine 
learning to outperform more traditional 

approaches, that are increasingly being 
used to improve results. To identify licensed 
user, we come up with a Convolutional 
Neural Network model operating in a 
Gaussian environment for spectrum 
sensing [4].  

 
PROPOSED MODEL 

As a subset of Deep Learning architecture 
Convolutional Neural Networks (CNNs) are 
frequently employed in image classification 
and recognition applications. It has several 

layers such as filter layers, down sampling 
layers and dense layers. The convolutional 
layer employs kernels on the input feature 
in order to extract features. During 
training, a Conv layer employs a set of 
learnable filters to the input feature and 
produces a set of feature maps.  
1. Input Layer:  Here, we feed information 
into our model at the input layer. Our data 
contains a total of n characteristics, 
therefore n neurons were present in this 
layer.  
2. Hidden Layer: It consists of multiple 

convolutional and pooling layers. The 
convolution layers apply a set of learnable 
filters to the input feature, and build a set 
of feature maps. The pooling layer 
diminishes the structural dimensions of the 
feature maps and the output of the last 
hidden layer is unrolled and given to fully 
connected layers and the turnout of this 
layer is fed into sigmoid layer. 
3. Output Layer: To determine the 
probability score for each class, a logistic 
function like sigmoid is applied to the 
output of the latent layer. 

Next stage is, feed forward, involves 
supplying the model with data in order to 
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obtain the layer-by-layer output. Then, we 
use an error function to calculate the error. 
Then, we back produce the model after 
computing variables. In general Back 
propagation is the process that is used to 
reduce waste. In this article swish 

activation function with lecun uniform and 
lecun normal kernel initializers have been 
proposed, and in the final stage for 
classification purpose sigmoid activation 
has been used with adadelta optimizer. 
 

      

 
        Fig.1Proposed diagram based on CNN  
 

The above diagram illustrates the working 
of the proposed model. The data set is the 
input to the convolution layer, which 
typically represents the pixel matrix of the 
data. The input layer is fed to 2-
dimensional convolutional layer with 140 
filters, each of which has size of 1x8 
(meaning of filter size is 1 along the vertical 
dimension and 8 along the horizontal 
dimension). The pool size (2,2) indicates 
that after the convolutional operation, a 
max-pooling operation with a pool size of 
2x2 is applied to the output layer of the 

convolutional layer. Overall, this layer is 
meant to glean 140 sets of feature sets from 
the input data, each of which corresponds 
to a different filter, and then reduce the 
spatial size of the feature maps through 
max-pooling. The next layer is the 2 
dimensional convolutional layer with 70 
filters each of which has size 1x8. This layer 
is designed to extract 70 sets of features 
from the input data each of which 
corresponds to a different filter. The spatial 
size of the output feature maps from the 
convolutional layer is already small enough. 

So there is no need to apply max-pooling to 
further reduce the size. The next layer is 
Conv2D which consists of 20 kernels which 

has size 1x8. The pool size of 1x1 is fed to 
decision layer of feature extractor. Actually 
this type of pooling operation doesn’t 
actually perform any pooling or down 
sampling of the input data. Instead, it 
simply passes the input data through 
unchanged. This is fed to Conv2D with 10 
kernels which has size 1x8 and there is no 
max-pooling layer because the size is 
already reduced. The layer next to the 2 
dimensional Convolutional layer is the 
flatten layer. A conv2d layer is used to 
extract features and generate 2D feature 

maps as output. In order to pass this 
information to fully connected layer that 
expects 1D input, the feature maps need to 
be flattened into a vector. It is fed to a 
dense layer with 130 neurons, it means 
that the flattened vector is being treated as 
a 1D input to a fully connected layer with 
130 neurons. The flattened vector contains 
the feature information that has been 
extracted by the previous layers in the 
network. Each neuron in the dense layer 
takes thus input vector and performs 
matrix multiplication with a weight matrix 

followed by a bias term, to produce an 
output value. The weights and biases in the 
layer are learned through backpropogation 
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during training. It is fed to a dense layer 
with 20 neurons and then fed to a dense 
layer with 10 neurons. The purpose of 
adding another dense layer in this way is to 
further process the extracted feature 
information from the previous layers and to 
provide more opportunities for the network 
to learn high-level representations of the 
input data. It improve its ability to make 
accurate predictions on new data. Finally 
the dense layer with 10 neurons is fed to 
the output layer which consists of one or 

more neurons depending on the specific 
task. For multi-class classification the 
output layer may consist of multiple 
neurons, each representing a different 
class, with a sigmoid activation function to 
produce a probability distribution over the 
2 classes. For developing this architecture 
model in this article deepsig dataset that is 
radioml 2016.04.C has been considered 
and was downloaded from the following RF 
datasets for Machine Learning website: 
https://www.deepsig.ai/datasets. Overall 

the result of the network’s computation on 
the input data and can be used for a variety 
of tasks, including prediction, classification, 

and regression. The output of the network 
may be scalar or vector representing the 
predicted numerical value or values.  

 

RESULTS 

Here the performance of a classification 
model on a dataset with binary labels can 
be summarized using various metrics, 
including TP, TN, FP, FN, accuracy, 
precision, recall. These metrics are typically 
presented in a Table 1.  
 

 

                    
Fig. 2 Confusion Matrix 

         
 

 
Table.1 Calculations for Confusion Matrix
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   Fig. 3 Confusion matrix values for -20 dB to 16 dB
   
We summarize the performance of a model 
on classification task of detecting a signal 
in the presence of noise based on Table 1. 
The positive class corresponds to positive 
class and negative class corresponds to the 
absence of signal. Here the model has an 
accuracy of 0.76, indicating that it correctly 
that it correctly predicts the class of 76% of 
the samples in the test set represents in 
Table 1. 

 

 

 

CONCLUSION 

Spectrum management issues have 
surfaced recently because of the expansion 
in wireless network users versus the 
availability of spectrum. In this article we 
used machine learning models to assign the 
spectrum to users in an efficient manner, 
which necessitates a strong and reliable 
means of declaring the spectrum to be 
unused. In this case, TP, TN, FP and FN 
metrics used to determine whether or not a 

channel was free. The positive class 
represents the target condition while the 
negative class represents the 
nonoccurrence of that condition. When the 
channel strength is positive, it means the 
channel’s licensed user is actively engaged. 
If it is negative then it indicates that the 
channel was not utilized by licensed user. 
So allocation of channel can be done to 
unlicensed users if channel is not used.

               Fig. 4 Accuracy vs SNR  
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