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Abstract- Many applications in computer vision and human-computer interaction need the determination of the 

users' area of interest. The groundbreaking deep learning discoveries have received a lot of attention in the gaze 

estimate literature. The transition of gaze estimation systems from single-user confined settings to multi-user 

unconstrained environments has been made possible by deep learning algorithms' ability to be deployed in 

complicated unconstrained situations with considerable volatility. In a number of disciplines, including security, 

psychology, computer vision, and medical diagnostics, eye tracking is swiftly emerging as a very important tool.  

Security apps also employ gaze to evaluate suspicious gaze behavior. In educational institutions, automated eye gaze 

analysis of students during tests is a use case that might lessen cheating. The main focus of this paper is the research 

and investigation of several CNN architectures for gaze estimation and prediction. In this study, two tasks—gaze 

estimation and gaze prediction based on known gaze-points—have been devised. Several CNNs were used in the 

first challenge to find the most accurate gaze estimation. Using the previously calculated gaze vectors and the 

spatiotemporal information contained in previously collected eye-image sequences, we anticipate gaze positions in 

the second challenge. To predict the locations of the next view, we used a Long Short Term Memory (LSTM), 

Transformers based on self-attention, and positional encoding. 

 

Key words- AI, computer vision, machine learning, simulation, eye tracking, human recognition , eye gaze 

estimation 

 

1. Introduction 

By offering a simple and accessible form of input or by giving precise insights into users' 

attention, eye tracking can enhance the lives of people with motor limitations. Until recently, eye 

tracking technology was only available to people with impairments through pricey, specialised 

hardware that sometimes required financial assistance from the government or in laboratories for 

psychological study. We ought to be able to tell where someone is looking from a snapshot of 

them even without any further information or a feeling of depth or distance [1]. In human social 

interactions, eye gaze comprehension is essential. The gaze has become a potent instrument for a 

variety of uses, such as communication analysis, illness diagnosis, health evaluation, and disease 

diagnosis. Over the past several decades, computer vision has seen a startling and steady increase 

in the number of application sectors, making eye gaze estimation and prediction a very hot issue. 

Deep neural networks have completely changed the machine learning and gaze tracking fields in 

the last ten years. Deep convolutional networks (CNNs) are used by appearance-based models to 

directly assess the gaze direction relative to the camera's frame of reference. In this research, we 

investigate and analyse various CNN architectures for gaze estimation and prediction. In this 

work, two tasks were created: the eye's assessment [2] [3]/. By determining the users' point of 

interest, human gaze estimate plays a significant role in many HCI and computer vision 

applications. The gaze estimate literature has paid a lot of attention to the revolutionary 

breakthroughs of deep learning. The application of deep learning techniques in complicated 

unconstrained contexts with significant variability has allowed gaze estimating systems to 

advance from single-user confined situations to multi-user unconstrained environments [1]. The 

single-user and multi-user gaze estimation techniques using deep learning are presented in-depth 
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in this work. On the basis of datasets, coordinate systems, environmental restrictions, deep 

learning model architectures, and performance assessment criteria, state-of-the-art methodologies 

are examined. The realisation of the constraints, difficulties, and potential applications of multi- 

user gaze estimating methods is a significant result of this survey. This publication also functions 

as a resource and a Then all the proposed models. We look into machine learning techniques for 

assessing eye gaze. Eye gaze estimation is a frequent problem in human-computer interactions 

and other behaviour assessments [2]. The aim of this study is to discuss several model types for 

estimating eye gaze and displaying the predicted results. Ocular landmarks in open spaces guide 

the direction of the gaze. In unrestricted real-world scenarios, recent appearance-based 

techniques outperformed feature-based and model-based approaches due to factors including 

alterations in lighting and other visual artefacts. We look into machine learning techniques for 

assessing eye gaze. Eye gaze estimation is a frequent problem in human-computer interactions 

and other behaviour assessments. The aim of this study is to discuss several model types for 

estimating eye gaze and displaying the predicted result. In which Section 1 compares the 

literature review and introduction, Section 2 is composed of methodology and results, and 

Section 3 is conclusion and future scope. 
 
 

 

Figure 1: Framework of eye gaze estimation model 
 

2. Literature Review 
 

In recent years, research has been conducted in the fields of eye gaze estimation systems using 

deep planning. The system is based on an improved neural network. An image analysis has been 

proposed in which the different intelligent parking systems, including cloud layer perception 

layer, have been proposed. In order to describe the path algorithms, which is a hash algorithm for 

the path and Zigbee detections in the manual parking system, the results are shown, which shows 

the highest accuracy of 25 percent, 6.4 ratio. In other research, the influence of different means 

in statistical algorithms is identified [2]. The comparison has been performed by the different 

Florence of the Mobility Data data. On the different historical base data, by the Bayesian neural 

network algorithms, which gives an accuracy of 94.9%. Predicting eye tracking via machine 

learning and the web of things [3]. The Internet of Things has been used as an advanced edge 

computing to detect the AI analysis of the predictive models using the random forest and 
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decision tree algorithms, and the performance of these ML models is more robust than the other 

state of the art. In other research, the prediction of the occupancy of parking slots is done by 

different neural networks like Vicnet and Alexa Net, and is a stochastic gradient descent 

algorithm with an accuracy of 99% using the foreign dataset [4], [5]. And this experimental 

result shows that the prediction is correct. With the highest accuracy due to this matter, eristic 

algorithms [11], [12]. The different Zigbee and Sensorbase technologies have been proposed 

with an artificial intelligence system, which categorises the existing solutions. [6] To locate the 

best parking spaces and demonstrate how they can be used in the public realm. The different 

alphanumeric click algorithms that have been used using the Euclidean distance in the Ward 

method employ a density-based clustering algorithm to detect parking spaces in public horizontal 

line areas using comparative vision technology [7], [8]. With a focus on Convolutional Neural 

Networks (CNN) based approaches, a deep learning-based gaze estimate strategy has been 

explored to address this issue. The following architecture is suggested in the study's data science- 

centered recommendations: The first is a brand-new neural network model that can be trained to 

alter any visual characteristic, including the position of the head and eyes, as well as several 

augmentations; the second is a data fusion strategy that combines various gaze datasets. Pre- 

trained models, network architectures, and datasets are also included in this project for 

constructing and creating CNN-based deep learning models for eye-gaze tracking and 

classification [11]. To address this problem, [7] developed a CNN-based end-to-end gaze 

estimation mechanism for near-eye displays. They gathered a collection of images showing 

people's eyes as they fixed their attention on various tablet calibration points. To take the 

pictures, a camera was put very near the subjects' faces. Based on the dataset, they developed a 

fundamental CNN model (using the LeNet architecture), which accepts user images as input and 

calculates the users' gaze direction using the x and y coordinates on the screen. The authors 

handled the gaze estimate problem as a multi-class classification task, with each class 

represented by a screen point. The method produced an unacceptable angle inaccuracy of 6.7 

degrees on the dataset that was recorded. poor picture quality described a face-representation 

technique that included information on both shape and intensity [12]. They begin with training 

picture sets in which sampled contours, such as the boundary of the eye, the nose, and the chin 

and cheek, are manually labelled. A vector of sample points is then utilised to represent form. To 

describe the shape vectors across a group of individuals, they employed a point distribution 

model (PDM), and they developed a method to depict shape-normalized intensity appearance. In 

order to identify faces in fresh photos, a face-shape PDM may be used to estimate the position 

and shape characteristics of the faces using active shape model (ASM) search. After deforming 

the face patch to its typical shape, intensity parameters are recovered. Classification may be done 

using both the form and intensity factors. Other used a similar method to pinpoint a face in a 

picture [12]. They begin by defining rectangular areas of the picture that contain occurrences of 

the desired characteristic. The training characteristics are then fitted using factor analysis in order 

to produce a distribution function. If the probabilistic measurements are greater than a threshold, 

candidate features are identified and validated using the active shape model (ASM). This 

approach can identify 35 faces in 40 test photographs after a training phase with 40 images. Two 
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Kalman filters have been added to the ASM methodology in order to estimate the shape-free 

intensity parameters and track faces in picture sequences [13]. 

3. State of art analysis 
 

Eye trackers are utilised in brain science, mental etymology, item planning, and visual 

framework research. There are various ways to gauge eye development. The most popular 

variation uses footage with split eye locations [18]. 

Focuses on eye can be appointed under: 
 

Disclosure of eye: Given a conflicting face picture, the target of eye acknowledgment is to 

choose the region of the eyes. Basically in eye distinguishing proof, the districts where the two 

eyes are found can't avoid being found or two eyes solely restricted. As a result of the cycle 

typically eye districts are shown by a square shape [9]. 

Point by point feature extraction: On the other hand the target of this grouping is to give low 

down information, for instance, the state of the evident eyeball locale, indirect district outlined 

by iris and student, area of understudy in the observable eye district, state of the eye (squint/not 

gleam). This sort of work is more irksome in PC vision district as distinguishing proof or steady 

following of little nuances are outstandingly impacted from changing encompassing 

circumstances and result may easily crash and burn. A lot of work on eye area locale, for 

instance, eye student improvement acknowledgment, eye feature extraction, eye state 

distinguishing proof, eye gaze revelation using different strategies both in still pictures and in 

video progressions for consistent applications [10]. 

 Electrooculography (EOG) is a system for assessing the resting capacity of the retina. 

There is an incredibly solid likely qualification between the cornea and the fundus of 

generally 1mV, little voltages can be recorded from the locale around the eyes which 

shift as the eye position changes. Sets of cathodes are put either above and under the eye 

or to the left and right of the eye. Through mindfully putting anodes it is attainable to 

record level and vertical improvements autonomously. Accepting the eye is moved from 

the center circumstance towards one terminal, this cathode "sees" the positive side of the 

retina and the opposite anode "sees" the negative side of the retina. In this manner, a 

potential differentiation occurs between the terminals. Expecting that the resting potential 

is consistent, the recorded potential is an activity for the eye position. Anyway, the sign 

can change when there is no eye improvement. It is dependent upon the state of faint 

adaption (used clinically to register the Arden extent as an extent of retinal prosperity), 

and is influenced by metabolic changes in the eye. It is leaned to drift and offering 

deceiving hints, the state of the contact between the terminals and the skin produces and 

other wellspring of variability. There have been reports that the speed of the eye as it 

moves may itself contribute an extra part to the EOG [19]. 

 Techniques based on images : A variety of techniques have been created that 
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automatically derive the location of the eyes from photographs of the eyes as a result of 

advancements in video and image processing technologies. Purkinje images, which are 

reflections of the light source off various surfaces in the eye, are created in some systems 

by a strong light source (the front and back surfaces of the cornea and lens). An 

indication of the eye location can be obtained by following the relative motions of these 

pictures. To determine the location of the pupil and its centre, video images and computer 

software are more frequently coupled. This makes it possible to measure both horizontal 

and vertical eye movements. However, compared to IR approaches, image-based 

methods often attain poorer temporal resolutions. 

 Similarities to Haar: Digital picture characteristics called "Haar-like" features are 

employed in object recognition. In the first real-time face detector, they were employed. 

In the past, the computing cost of feature calculation was caused by using simply picture 

intensities. Instead of using the standard picture intensities, an alternative feature set 

based on Haar wavelets is explored. A Haar-like feature evaluates neighbouring 

rectangular sections in a detection window at a certain point, adds up their pixel 

intensities, and determines the difference between them. The division of a picture into 

categories is then done using this distinction [11]. 

Features of Real-time Eye Gaze Tracking 
 

Nonstop eye following and eye gazing evaluation using significant mind associations. 

Current Edge Computer Vision with solid on-contraption AI grants gigantic extension eye- 

following for look based assessment.Face disclosure for finding faces, Head present 

evaluation to give commitment to look appraisal model, Facial achievements for 

distinguished faces with keypoints to track down the eyes regions, Eye state ID in recognized 

faces (open, shut), Consistent video input from observation cameras or webcams/USB 

cameras, Edge AI dealing with grants security protecting on-device figuring that is solid (on 

the web/detached), Worth of Eye Gaze Estimation Systems with Deep Learning 

Eye following is at this point a unique development that requires agreeable enrolling 

resources. Regardless, with late advances in significant learning and edge AI, high accuracy 

can be achieved without the necessity for complex hardware. Hence, eye following is 

opening up to use in a broad assortment of veritable use cases. 

Colossal degree execution: No problematic unequivocal client change. Current significant 

learning models are extensively more vivacious than prior techniques that perform 

ineffectually on imperfect picture quality and lighting. 

Practical productivity: Automated eye following is used as a pointer for nervousness and 

care assessment. The two factors essentially impact the thing/organization quality [20]. 

Disaster revulsion: Real-time driver checking recognizes involved driving and look break 

from the road (mobile phone use, eating or drinking, and others). 
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Security systems: Eye look following is used areas of strength for in area structures to 

additionally foster prosperity in transportation and gathering. 

Cost speculation supports through lower protection portions and repugnance of charges and 

disasters (e.g., ensuring rest breaks of drivers). 

In Table 1, different parametric measures are discussed based several state-of –the-art [12]. 

Table 1: Different parametric measures 
 

Approaches PARAMETRIC MEASURES Security Elements 

 Colossal 

degree 

execution 

Practical 

productivi 

ty 

 

Disaster revultion 
Security 

systems 

Cost 

speculation 

supports 

 

Privacy 

 

Integrity 

 

Safety 

[2]         

[5]        

[8]         

[9]         

[11]         

[13]        

[12]        

[7]        

 

4. Proposed method  
 

 

 

Figure 2: proposed framework 
 

We simply utilize the face and eye patches to test the readiness of cerebrum association, so we first 

preprocess the housings, as shown in Fig. 2. We recognized the two eyes and the face in each photograph. 

The edges in Open are classified using Haar Cascade Classifiers [20]. using the Computer Vision Library 
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(OpenCV) [11] as a source, and obtaining the location of the top left corner, the two eyes' breadth, and 

level face boxes and boxes. As a result of realism, we changed the pictures of the right eye, left eye, and 

face as seen from the edges of the The dimensions of the box We basically resized the holder images to 

their original size. scale for data consolation. The next two subsections outline the suggested two-stage 

philosophy of look evaluation, which includes leveraging the cerebral association to produce the 

evaluation in two headings and refining it. It was the evaluation that had the crucial reversal. The two 

convolutional layers beneath the left's load on the left and right eyes are comparable. The left eye 

characteristics and the pooling layers after two convolutional layers, three convolutional layers of the 

right eye were separately fed with no restrictions. There were three convolutional layers. Then a typical 

layer that is entirely connected and enclosed in a convolutional layer was committed to the face levels that 

are all linked [13] [14]. 

Dataset: a database known as MPIIGaze 
 

For our research, we use the MPIIGaze dataset [21]. This dataset consists of images taken by the laptop 

integrated cameras of 15 users during real-world situations. This means that the images' quality might 

differ, particularly in terms of their exposure and amount of detail. We attempt to learn how to predict the 

direction (pitch, yaw) of the participant's eye gaze using the single eye photos of 10 participants. Head 

position data is provided for opportunistic usage in training. The trained model is then assessed using data 

from the top 5 subjects. In a perfect environment, one may think that the model's performance in testing is 

an accurate representation of how it will perform in real-world applications.For our research, we use the 

MPIIGaze dataset. This dataset consists of images taken by the laptop integrated cameras of 15 users 

during real-world situations. This means that the images' quality might differ, particularly in terms of their 

exposure and amount of detail. We attempt to learn how to predict the direction (pitch, yaw) of the 

participant's eye gaze using the single eye photos of 10 participants. Head position data is provided for 

opportunistic usage in training. The trained model is then assessed using data from the top 5 subjects. In a 

perfect environment, one may think that the model's performance in testing is an accurate representation 

of how it will perform in real-world applications as shown in figure 3. 
 

 

Figure 3: Model overview 

Implementation: D/3D Gaze Conversion: The 2D look assessment calculation generally gauges 

look focuses on a PC screen [11], while the 3D look assessment calculation gauges look 

headings in 3D space [. We initially acquaint how with convert between the 2D look and the 3D 

look. Given a 2D look target 𝑝 = (𝑢, 𝑣) on the screen, our objective is to figure the comparing 

3D look heading 𝑔 = (𝑔𝑥, 𝑔𝑦, 𝑔𝑧). The handling pipeline is that we first register the 3D look 

target t and 3D look beginning o in the camera coordinate framework (CCS). The look course 



Vol 12 Issue 09,  Sept 2023                                ISSN 2456 – 5083 Page 122 
 

y 

can be processed as 

Sg = (gx, gy, gz). (i + u, j + v))2 (1)\ 
 

Figure 4: Angle of co-ordination 
 

The main move towards building a model for the accompanying task is picture preprocessing. 

Picture pre-taking care of gives discernment essential to recognize and survey the 

accommodation of the strategy. Fig. 1 shows the execution of the most well known pre-taking 

care of components of the OpenCV library on the eye picture with an objective of 416×416 

pixels. The usage of Haar spills over and the dlib library clearly to screen the look position 

showed staggeringly low and unstable results. But, these libraries can be used as aide strategies 

for finding the eye district. The Haar flood is an AI methodology for distinguishing objects in an 

image, which was proposed by Viola and Jones [26]. A pre-arranged Haar flood, tolerating an 

image as data, chooses if it contains the best thing, i.e., plays out the gathering task, isolating the 

commitment to two classes. The achievement recognizable proof estimation proposed by Dlib is 

an execution of the Regression Tree Ensemble (ERT), introduced by Kazemi and Sullivan [10]. 

This method uses an essential and rapid capacity to clearly check the region of an achievement. 

These surveyed positions are in this manner refined using an iterative cycle performed by a 

wellspring of regressors. Regressors make one more check from the beyond one, endeavoring to 

lessen the error of game plan of the evaluated concentrations at each iteration.Although there are 

incalculable different cerebrum associations, for look following tasks where speed and high 

precision are required, several mind networks are sensible. Here, we contemplated YOLOv3, 

SSD, Mask RCNN, Freeznet. The essential issue of significant cerebrum networks is the need to 

use incalculable pictures to set up the association. A couple datasets can be used for non-business 

use to get ready mind associations. It portrays two even spotlights on each eye and characterizes 

a limit between them. Then it portrays four centers, two on the top side of the e e and two on the 

lower part of the eye, and characterizes a vertical limit. Then it enlists the numerical length of 

both even and vertical lines and returns the extent to the essential circle for each eye. - It then, 

characterizes an even limit and vertical line across both the left and right eyes. Then, it returns 

the extent between the level line and the vertical line. Exactly when an individual closes their 

eyes, the level line length go on as in the past, while the vertical line length of their eye 

approaches zero. Therefore, we can use this extent to recognize glinting as shown in figure 5 
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[15]. 
 

Figure 5: pipeline of algorithm 
 
 

5. Result and discussion 
 

After the data visualisation of plugins and the images by training and testing, the next phase is to 

reshuffle the training and the validation of the data so that almost each of the classes of the data 

matches the similar number of data fails. After the splitting of the data into training and 

validation data, the counterparts have been segregated into three different distribution layers, 

where the input X can output YD, various errors, and arrays that have been classified [16] [17]. 

They have been split into different floating numbers in the image. Before the data is fed to the 

model, the preprocessing of the data is done where the Numpy array I reliquary is used. The 

random shuffle variable of the image was transferred to the validation phase, and the 0 centering 

and normalizing[24] training 

data 

were kept in the ensemble part. The total 0 centering and 
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normalising testing data did. Dimensionality phase, then dimensionality training, dimensionality, 

and validation dimensionality. This 3-dimensionality phase in different buckets of arrays, where 

the number of the categorical data ranges from 53521215457, the categorical dimensions of the 

data have been categorised into different layers. In this layer, the batch normalisation and Max 

pooling layers are performed, and the dense convolutional neural network is used for training 

and validation with a dropout of nine to 128. Then the dense layer has the parameters of 33,000 

layers of the convolutions for training the categorical data, where the batch normalisation phase 

is depicted. to the different models of the ensemble part. This entire model is depicted in figures 

two and three. where the different normalisation phases are kept in the floating part and the 

callbacks of the model have been generated [13], [14]. 

Accuracy: The number of real positive tests compared to the total number of predicted benefits. 
 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃/𝑇𝑃 + 𝐹𝑃 (2) 

• Review: The number of authentic positive tests among the true positive instances is taken into 

account. 
 𝑃/𝑇𝑃 + 𝐹𝑁 = 𝑇𝑃/𝑇𝑃 + 𝐹𝑁 = 𝑇𝑃/𝑇𝑃 + 𝐹𝑁 = 𝑇𝑃/𝑇𝑃 + 𝐹𝑁 = 𝑇𝑃/𝑇𝑃 + 𝐹𝑁 = 𝑇𝑃/𝑇𝑃 + 𝐹𝑁   = 𝑇𝑃/𝑇𝑃 + 𝐹𝑁 = 𝑇𝑃/𝑇𝑃 (3) 
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• F1-measure= The weighted normal of accuracy and review represents the two measures. It may 

give precedence to pieces of information over accuracy due to the lopsidedness of the 

classifications. The model summary is shown in figure ,6 and 7. 
 

Figure 6: Model accuracy 
 

 

Figure 7 : Confusion matrix 

The framing and the masking of the objects of the data collected from the video. Extension has 

been tried and failed. The written directory contains the boundary outboxes[23] and the 
masks of detected objects within the image, and this shows the highest confidence score for 

each of the predictions of these estimation. So, the model identified those masks as the vacant 
spaces in the 

particular geographical area where the objects are depicted. Each of the instances of the 

convolution shows the masked object which is identified. In addition, th authors of the 

experiments reported often employ a conventional convolutional network for deep learning or 

the OpenCV library tools, despite the fact that interest in the use of neural networks in image 

processing has grown dramatically. Labeling is required, which is a drawback of this tracking 

technique. YOLOv3's network is built in such a manner that only rectangles may be used for 

labelling at the same time. When employing Mask-RCNN, we were able to track objects more 

accurately. Due to its slow processing speed, the Mask-biggest RCNN's drawback is that it 

cannot handle streaming video. The next objective is to train the neural network entirely from 

scratch without using external weights developed using different types of pictures. as shown in 

Figure 8, [15] [16]. 

mfd_overall_true I-VT 214.65 +/- 124.59 
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mfd_overall_false I-VT 214.9 +/- 100.48 

mfd_overall_true I-DT 197.34 +/- 64.02 

mfd_overall_false I-DT 202.8 +/- 65.55 

msa_overall_true I-VT 12.65 +/- 7.15 

msa_overall_false I-VT 11.9 +/- 

msa_overall_true I-DT 8.41 +/- 

msa_overall_false I-DT 8.07 +/- 

6.74 

7.43 

7.27 
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Figure 8: Result 

With two coordinate systems, we created the eye-tracking method. Due to OpenCV and the 

inrange function, the initial coordinate system establishes the eye's location in relation to the 

infrared LED in front of the display. To regulate a head's position in relation to the monitor, this 

system coordinates. The second coordinate system determines the eye's location in relation to the 

inner and outer corners of the palpebral fissure[22] as a result of YOLOv3. The gaze can 

be controlled even when the head changes position thanks to the second coordinate system's 

translation of its coordinates into the first. The transmission of gaze coordinates at the computer 

is shown schematically in Fig. 8. 

 
6. Conclusion and future scope 

There has been considerable interest in the multidisciplinary field of eye gaze estimation from 

the academic, business, and general user groups in recent years. due to the accessibility of 

computing in recent decades and hardware resources and rising human resource needs ways for 

interacting with computers. This publication provides a thorough a survey of the literature on 

current developments in eye gazing is conducted. Research and data are provided to in statistical 

form. accentuate the diversity of numerous elements, including platforms, current configurations, 

users, algorithms, and performance metrics between this field's several subbranches. 
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