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Abstract: A two-step encoding technique that was described in this article is utilised in this article to encode the 12 

quasi-cyclic (QC)- low-density parity-check (LDPC) (QC-LDPC) codes that are required by the IEEE 802.11n/ac/ax 

standards. This strategy was presented in this article. These codes must be used in order to comply with the 

requirements of the IEEE 802.11n/ac/ax standards. The strategy that has been suggested addresses the collection as a 

whole rather than focusing on individually addressing each code that is included inside the collection. In the 

proposed methodology, the operation of multiplication is carried out by using inverse matrices. The new way of 

encoding makes the procedures of multiplying and dividing numbers quite a bit simpler and more streamlined. It 

makes it possible to design completely parallel architectures that can decode in a single clock cycle, or even faster 

with pipelined implementations, for any of the available encoding formats. This is made possible thanks to the fact 

that it makes it possible to design completely parallel architectures. These architectures may be created for any of 

the supported encoding formats. While this is going on, we will propose a VLSI encoding architecture that makes 

use of trees of XOR gates. CSs may be extracted using the recommended technique by capitalising on the structure 

and characteristics of the related matrices. This is accomplished via the use of common subexpression sharing 

mechanisms (CSST). These types of expressions are a direct result of the similarities that exist between the original 

matrices and their inverses, both of which are covered in further detail in the aforementioned article. In this article, 

we provide innovative methodologies for the extraction of subexpressions that simultaneously target certain codes. 

Throughputs of up to 1.62 Tbps are attainable by integrating single-clock hardware encoders manufactured using the 

method described into technologies operating at 1 GHz and requiring a minimum of 125 or 107 KGates, 

respectively, respectively. These technologies have a 90-nm and 45-nm technology node size. 

Index Terms— The terms "common subexpression" (CS), "complexity reduction," "encoding complexity," "low-

density parity-check" (LDPC) encoding," "matrix inversion"; "multi-Gbps throughput rate;" "quasi-cyclic" (QC) 

LDPC; and "very large scale integration" (VLSI) architecture are all terms associated with these concepts.

 

1. INTRODUCTION 

Gallager [1] was the one who pioneered the use of 

LOW-DENSITY parity-check (LDPC) codes, and 

ever since their creation, these codes have seen 

significant improvement in both their structural 

makeup and their overall performance. The standard 

for digital video broadcasting (DVB-S2), IEEE 

802.16e, IEEE 802.11n/ac/ax, 10Gb Ethernet, 

magnetic storage, Consultative Committee on Space 

Data Systems (CCSDS) standard, GB20600 standard, 

and 5G New Radio (NR) are just a few examples of 

the many protocols that have gradually adopted 

LDPC codes due to their excellent error-correcting 

performance and suitability for highly parallel 

decoders. Other protocols include the standard for 

Other protocols that have been implemented more 

often It has been shown that LDPC codes provide 

higher error-correction performance when compared 

to other options; yet, it is still difficult to successfully  

 

 

implement them in hardware. Because of the 

unpredictable nature of the codes, the hardware 

blocks have to be coupled in intricate ways, and the 

codewords have to be rather lengthy. Additionally, 

one of the most challenging difficulties in real-world 

applications, particularly in ultra-reliable and high-

speed communication systems, is the realisation of 

cost- and time-effective implementations of 

numerous LDPC codes with varying properties into a 

single core. This is one of the most difficult 

challenges that can be found in real-world 

applications [2, 3]. Real-world applications are one of 

the most difficult issues to address, and this is one of 

the obstacles that contributes to their difficulty. 

Multiplying the information bits by the dense 

generator matrix that is computed based on the sparse 

parity check matrix is all that is required to employ 

LDPC encoding (PCM). It is not possible to 
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implement this straightforward approach due to the 

dense structure of the generator matrix as well as the 

often long character of the code. If the PCM is 

substantially lower (or upper) triangular, as shown by 

Richardson and Urbanke (RU) [4, then the 

complexity of encoding may be considerably 

decreased by doing the encoding directly making 

advantage of the sparse PCM. This is because 

Richardson and Urbanke established that this is the 

case. This is due to the fact that Richardson and 

Urbanke (RU) [4] provided evidence to support the 

assertion that this is the case. This concept is often 

used in many of the low-complexity encoder 

hardware design solutions that have been made 

available. [5]-[7]. 

Structured codes, which simplify hardware by 

imposing limits on the code structures themselves in 

exchange for better implementation efficiency, have 

been employed. A quasi-cyclic (QC)-LDPC code is 

the name given to this specific kind of LDPC code. 

This particular group of LDPC codes has been 

approved for usage in almost all of the international 

standards that use LDPC into their error correcting 

procedures. The key benefits provided by QC-LDPC 

codes are linear encoding time and minimal decoding 

complexity [8, 12]. These are only two of the 

advantages given by these codes. In a QC-LDPC 

PCM, each circulant submatrix (SM) has the 

dimension Z Z and is characterised by a different 

shifting factor. These kinds of codes use shift 

registers [13], [15] as their encoders, and 

corresponding decoder architectures [16] that call for 

straightforward methods of address creation and 

restricted memory access. 

Li et al. [15] proposed encoding schemes that may be 

implemented by making advantage of the circular 

structure of the generator matrix G. Yasotharan and 

Carusone [18] whereas Andrews et al. [17] suggest 

an encoding technique for block-circulant codes that 

is based on the structure of the PCM and the 

generator matrix, describe a low-complexity 

encoding architecture that is based on simple 

multiplication with the generator matrix, and describe 

an encoding architecture that is based on simple 

multiplication with the generator matrix. Encoding 

block-circulant codes is accomplished with the help 

of this method. 

In this research, an approach to the construction of a 

full-parallel encoder as well as an architecture for 

said encoder are provided; together, the encoding 

process takes place during the course of two stages. 

The design may be capable of calculating the parity 

bits for each of the 12 QC-LDPC codes that are 

needed by the IEEE 802.11n/ac/ax standard within 

the limitations of a single clock cycle. These codes 

are required by the standard.In addition to this, it is 

easy to pipeline. It is dependent on components of the 

implemented hardware that are both shared and 

reused, and hence the structure of the XOR trees 

upon which it is formed is determined by these 

components. Utilizing a number of different methods 

for recycling sub-expressions is one way to approach 

the problem of determining the structure of the XOR 

trees. The examination of matrices in this article 

shows distinctive features that may be used to make 

the encoding process less expensive and more 

straightforward. MCM circuits, which stand for 

multiple constant multiplication, often take use of the 

removal or sharing of similar sub-expressions [19–
21]. When you multiply a variable by a set of 

constants, you get what are known as common 

subexpressions (CS) [22]. These CS are the same as 

the typical partial products in their corresponding 

form. 

When working with several QC-LDPC codes that 

have distinct PCMs but are structurally comparable in 

terms of value and row/column index, it might be 

helpful to group these codes according to their 

similarities.We use the concept of subexpression 

elimination to get rid of redundant expressions. In 

order to do this, we engage in the practise of 

subexpression sharing, which is sometimes referred 

to as vector-matrix multiplications (VMM). This 

occurs when certain columns or rows in a matrix are 

the same as sections of columns or rows in either the 

same matrix or a different matrix. 

2. LITERTAURE SURVEY 

The decision to use LDPC codes as the data channel 

coding method for 5G New Radio was made during 

the 2016 3GPP Conference [1]. Since then, there has 

been a rise in research on the use of 5G LDPC codes 

in the real world. One has the potential to increase 

both the efficiency of encoding and decoding as well 

as the throughput of the system by splitting the base 
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matrix of the original code rate in [2]. The smaller 

sub-base matrix is used in place of the whole base 

matrix. A number of different ideas have been made 

in order to enhance the performance of LDPC codes 

in three distinct types of 5G use scenarios ([3,4,5]). 

Finding methods to implement LDPC encoding with 

the least amount of delay possible has always been 

the primary focus of research into applications of 

LDPC. If the technique of multiplying the generator 

matrix G is directly applied in the building of the 

encoder, then the cost of data storage as well as the 

computational cost are both quadratic in the code 

length[6]. In order to efficiently compute the parity 

bits, this approach includes changing the sparse parity 

check matrix H into an approximate lower triangular 

form. There are two RU-based encoders that were 

built in [7], but the enormous increases in the amount 

of data storage required and the processing time make 

it difficult to employ this method. Following that, a 

quasi-cyclic structure was established via the 

structural design of the LDPC codes in order to 

considerably minimise the complexity of the 

encoding process as well as the requirements for the 

quantity of data storage space that was required. 

Recent research has produced a number of studies 

that investigate the possibility that QC-LDPC codes 

are encoded in hardware. The RU approach serves as 

the foundation for the structural optimization of a 

number of different encoder designs. This is as a 

result of the fact that the encoding complexity of the 

RU approach is much less complicated than that of 

the direct encoding method. The most revolutionary 

and ground-breaking invention that has been 

produced is known as the parallelized encoding 

structure. According to the information provided in 

reference number 8, QC-LDPC codes may have 

something to gain from an approach to parallel LDPC 

encoding that makes effective use of the space that is 

now available. By using a bit selection algorithm and 

a multi-parallel cyclic shift network, this design is 

able to keep the degree of complexity in the hardware 

to a minimum, which is one of the primary goals of 

the design. We demonstrate in reference [9] a QC-

LDPC encoding scheme that is appropriate for data 

rates of many gigabits per second. This architecture 

takes use of the inherent parallelism of the QC 

structure in order to process multiple bits in parallel 

by making effective use of scheduling, and it does 

this by taking use of the inherent parallelism of the 

QC structure. A high-efficiency multi-rate encoding 

for IEEE 802.16e QC-LDPC codes is presented in the 

publication [10], which can be found here. This 

encoding makes advantage of the double-diagonal 

character of the parity matrix to avoid executing the 

time-consuming inverse matrix operation. This is 

done so that the matrix may be read in either 

direction. The encoding rate may be increased by 

using a structure that incorporates parallel matrix 

vector multiplication, and the number of storage bits 

that are needed can be decreased by utilising storage 

compression. A novel codec that employs a totally 

parallel QC-LDPC encoder that is based on a reduced 

complexity XOR tree was proposed in [11] as a 

means of conforming to the specifications established 

by IEEE 802.11n. A concept for a QC-LDPC encoder 

pipeline was given in [12]. The architecture may 

easily be redesigned via the use of parameters in 

order to provide a diverse range of possible values for 

both the code rate and the code length. The matrix 

vector in [13] is maintained by the encoder via the 

use of random-access memory, abbreviated as RAM. 

(RAM). The row index of the non-zero element in 

each column of the sparse check matrix is used as the 

write address of the RAM in order to simplify storage 

and calculation. This is done in order to save space. 

For the purpose of the channel coding approach in 5G 

NR, QC-LDPC codes are used. The 5G standard has 

established two basis graphs, BG1 and BG2, which 

map to two base matrices, HBG1 and HBG2, in order 

to offer interoperability across a broad variety of use 

cases. These base graphs and base matrices are 

referred to collectively as HBG1 and HBG2. The 

HBG matrix is equivalent to a total of 16 parity check 

matrices (PCM) for the 5G LDPC coding schemes 

[14], as determined by the lifting sizes of the 

corresponding 5G QC-LDPC codes. It is necessary 

for the hardware that supports 5G NR codes to have a 

high degree of adaptability in order for it to be able to 

function with a wide range of PCMs. 

The acronyms eMBB (Improved Mobile Broadband), 

URLLC (Ultra-Reliable Low-Latency 

Communication), and HTM (Huge Machine-to-

Machine) refer to the three different application cases 

for 5G New Radio (mMTC). To provide more clarity, 
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eMBB necessitates a user-plane delay of 4 

milliseconds, but URLLC requires just 1 millisecond. 

According to the investigation done by 3GPP, the 

LDPC encoding method that was designed for eMBB 

circumstances is used in URLLC settings (mainly 

low latency) [15]. This was done since LDPC was 

developed for eMBB situations. The system 

performance of 5G NR was measured in [16] by 

testing a physical downlink shared channel (PDSCH) 

transmitter prototype on a software-defined radio 

(SDR), with channel coding tests including the entire 

processing flow of data transmission in TS38.212. 

This was done so that the results could be compared 

to the requirements of 5G NR. Researchers [17,18] 

have created 5G LDPC encoders that take into 

consideration the full of the encoding chain for both 

the uplink and the downlink channels in the wireless 

communication system. This includes everything 

from cyclic redundancy check (CRC) encoding to 

code block segmentation to LDPC encoding to rate 

matching and bit interleaving. When all of the 

components necessary for the encoding process have 

been put together, the finished product may then be 

sent to the client in its fully operational state. The 

channel coding activity that takes place at the base 

station transmitter is the most significant activity to 

focus on when considering how long it takes to 

process bits at the physical layer. As a consequence 

of this, a more sophisticated method of parallel 

encoding as well as a hardware design for 5G QC-

LDPC need to be provided. 

Several pieces of scholarly writing have provided 

references to the hardware architecture of a 5G LDPC 

encoder. In [19], an efficient LPDC encoding 

approach combined with an encoding architecture 

that has both high throughput and low latency was 

discussed. The synthesis results, which were 

produced by employing TSMC's 65 nm CMOS 

technology, made use of a variety of submatrix sizes. 

Using the method described in [19], the authors of 

[20] built a flexible and high-throughput 5G LDPC 

encoder on the CUDA platform. On a single GPU, 

the encoder was able to reach a throughput of 38-62 

Gbps at rates ranging from 1/2 to 8/9. A parallel 

encoder and pipeline operator are both presented as 

potential solutions in the research study referred to as 

[21]. The former is fabricated using CMOS 

technology with a resolution of 65 nanometers, while 

the latter claims enhanced parallelism in comparison 

to [19]. The CMOS technology used to create both of 

these devices has a resolution of 65 nm. In the article 

referred to as reference number 22, it is suggested 

that a genetic algorithm be used in order to make 

gradual improvements to a QC-LDPC encoder. When 

working with short codes, it is feasible for many 

check matrix sub-blocks to be partly processed in 

parallel. This is made possible by the use of short 

codes. The level of parallelism is identical to that of 

the longer code in every respect. 

3. METHODOLOGY 

Encoder Design Details 

The encoding process of 5G QC-LDPC codes 

involves cyclic shifts and XOR operations, both 

implemented as straightforward logical processes. As 

code length increases, handling the complexity of 

encoder technology becomes more challenging, 

especially regarding CRC computation. To optimize 

hardware configurability and resource utilization 

while maximizing encoding calculation parallelism, 

the study designed an architecture suitable for 

adaptive configuration. In the context of 5G NR, 

where substantial data flow is essential for enhanced 

Mobile Broadband (eMBB) and low latency and high 

reliability are critical for Ultra-Reliable Low Latency 

Communication (URLLC), an encoder must operate 

within acceptable delay parameters. Therefore, the 

study focused on increasing the parallelism of CRC 

and QC-LDPC encoding to its maximum potential. 

Traditionally, CRC calculation involves serial 

computation using Linear Feedback Shift Register 

(LFSR), which is inefficient for prolonged 

transmission blocks in 5G. Instead, the study employs 

a highly parallel hardware architecture utilizing 

lookup table (LUT) structures and XOR gate circuits. 

Each byte's CRC is stored in an SRAM-based LUT, 

partitioning the input bit stream into multiple lookup 

tables to avoid RAM exhaustion. By pre-calculating 

CRC values for each data byte, the LUT structure 

enables fast CRC computation, significantly reducing 

processing time. This approach, coupled with low-

latency CRC calculation, optimizes encoding 

efficiency, contributing to improved overall coding 

performance in 5G communication scenarios. 
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Fig 1 CRC module architecture for 256bits parallel 

computing. 

The encoder architecture designed for 5G QC-LDPC 

codes features a flexible lookup table (LUT) that can 

handle 256-bit CRC values divided into 32 bytes 

across 32 LUTs. If the input data is shorter or longer 

than 256 bits, the system efficiently handles zero 

initialization or truncation of high significant bits to 

ensure proper CRC calculation. Utilizing a parallel 

CRC computation method, the design retrieves 32 

lookup database values per clock cycle, significantly 

reducing processing time. The architecture also 

accommodates dynamic code length and rate 

adjustments, enabling compatibility with all eight 

permitted code speeds and various code lengths. This 

flexibility is achieved through a configurable circuit 

that sets static parameters based on dynamic inputs, 

ensuring optimal performance and adaptability for 

diverse 5G communication scenarios. By 

dynamically adjusting parameters and employing 

parallel processing techniques, the encoder achieves 

improved performance in terms of latency and 

throughput while maintaining hardware complexity 

within acceptable limits. This comprehensive 

approach ensures compatibility with all 5G 

configurations, enhancing the encoder's utility and 

versatility in next-generation communication 

systems. 

 
Fig 2 Parallelism improvement of 

Parities P2 calculation. 

Representation of the IEEE 802.11n/ac/ax QC-

LDPC Codes 

To begin, the circularly shifted identity SMs (I), 

which are also known as monomials [23], and the 

zero identity SMs make up the prime factorization 

group (PCM) of a QC-LDPC code (Z). A clear and 

straightforward representation of a PCM may be 

obtained by the use of shift base matrices. These 

matrices contain either the shifting values of the 

monomials or the number 1, which is a value that 

represents a zero submatrix. Shift matrices with a 

base of Z have an order of mbnb, where mb is 

defined as equal to m/Z and nb is defined as equal to 

n/Z. Because of this, the base shift matrices that 

correspond with H1 and H2 have the orders mbkb 

and mbmb in their respective H1b and H2b entries. 

Figure 1 illustrates one example of this kind of thing. 

Within the IEEE 802.11n/ac/ax code family, there are 

a total of 12 QC-LDPC codes, each of which is 

available in one of three unique codeword lengths 

(648, 1296, 1944). There are three unique code 

speeds, with Z1 equal to 27, Z2 equal to 54, and Z3 

equal to 81, for codes of length 648, 1296, and 1944, 

respectively, with the same size of permuted and zero 

SMs. Because the four codes in this family all have 

the same codeword length and Z, we may divide 

them into three subfamilies as follows: 1, 648, Z1, 2, 

1296, Z2, and 3, 1944, Z3. 

 
Standard components of WiFi QC-LDPC coding 

structures are called base shift matrices H2 (see Fig. 

3). (a) a shift of binary SMs by one place in a cyclical 

fashion. b is the case for the identity submatrix. A 

negative entry does not indicate the presence of any 

SM (1). 

The usage of the Almost Lower Triangular (ALT) 

form for the PCMs is something that is shared by all 

of the IEEE 802.11n/ac/ax QC-LDPC codes. 

Additionally, the H2 matrices are stair matrices that 

include identical SMs along the two diagonals. One 

other characteristic that is shared by all H2 matrices 

is the fact that the nonzero Z Z SMs are made up of 

only two shifting components, denoted by the letters 

a and b and shown in figure 3. 
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Full-parallel MVM by H1 and H1 2 multiply the 

input vector by all columns of the corresponding 

matrix simultaneously. The above-described 

procedure was used. The just-described strategy, 

unlike others based on Forward/Backward 

Substitution, does not confine the input data. At this 

stage, you simply need to evaluate qT before 

computing pT. Multiplying by the nonzero 

components uses the PCM's sparse structure. Let 

Nz(A,ri) be a function that, for each row ri in matrix 

A, gives the indices of the nonzero bits, and let's 

assume that this function already exists (aces). After 

that, the steps that were just discussed are written 

down as 

 

 
Fig 4 Overview of the full-parallel encoder 

architecture 

 
CS elimination may be used to LDPC encoding, 

which is a finite-field multiplication that involves a 

constant matrix and a data vector. This can help 

reduce the total number of operations that need to be 

performed. To do this, it is sufficient to concentrate 

on the set of elements in the relevant matrices that are 

not zero and to make advantage of the common digit 

patterns that may be found in those matrices. In the 

case of the IEEE 802.11n/ac/ax LDPC encoder, there 

are 12 constant matrices, and CSST may be applied 

to every one of them. Additionally, it can be applied 

to each subfamily of WiFi QC-LDCP codes as well 

as the whole family of these codes. Fig. 4 depicts the 

proposed architecture; the lengths of the input and 

output registers are 1620 and 972 bits, respectively, 

such that they may store the greatest information and 

parity-bit vectors. Calculations of the intermediate 

results and parity bits for each of the 12 matrices are 

performed using XOR trees, which correspond to 

multiplications by H1 and H 1 2. Specifications 

regarding code length and code rate are used by the 

multiplexers at each stage to ensure that only the 

required results are sent on. 

 
It has been shown that the proposed encoder is 

efficient as a result of its astute use of CSST to 

generate a low-complexity encoding core. We 

describe a method for extracting the CS that is based 

on a few newly found algebraic facts and features of 

the necessary matrices. This method may be used to 

extract the CS and build the encoding core. The 
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initial step in the process of encoding involves 

multiplying the information word sT by a certain 

matrix called H1. When it comes to the design of 

electronic circuits, the quantity of two-input XOR 

gates required is fully determined by the number of 

aces present in each row, as seen in (4). If you count 

aces with the same index in rows of a single matrix, 

you may reduce the number of XOR gates needed. 

This decrease may be enhanced by considering all H1 

rows for each I. By summing I's four H1b matrices, 

we obtain H1bi. This matrix's rows show all i-related 

H1 intersections. 

 

 
Fig 5 Illustrative utilization of the Basic XORs 

subtrees to compute the parity bit pT Z+1, where Z = 

27. 

4. EXPERIMENTAL RESULTS 

 
Fig 6 Wave form Results 

 
Fig 7 Delay Results of proposed 32bit encoder 
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Fig 8 Area complexity Results of Existing 32bit 

encoder 

 
Fig 9 Delay Results of Existing 32bit encoder 

Table1: Comparison results for both existing and 

proposed method with respective parameters 

 
The aforementioned findings address the project 

summary report of a 32-bit LDPC encoder with 

regard to latency and complexity, as shown in table. 

5. CONCLUSION 

Existing WiFi device designs need to be capable of 

being upgraded in order to keep pace with the 

development of IEEE standards such as 802.11n/ac, 

802.11ax, and 802.11h. In addition, there is a strong 

need for consumer electronics that provide a high 

throughput while while maintaining a small footprint. 

It has been shown that the proposed Wi-Fi LDPC 

encoder is capable of satisfying the stringent criteria 

that are imposed by the most recent versions of Wi-Fi 

Gigabit Ethernet. The high operating frequency and 

Gbps processing speed of the encoder that was 

exhibited make it a potential competitor for the 

implementation of the 802.11n/ac/ax physical layer 

over the complete spectrum of channel bandwidths 

that are enabled by the underlying CMOS technology 

(at a cost of roughly 100 Kgates). The Common Sub-

expression Sharing Approach is the foundation for 

both the encoding technique and the architecture that 

is recommended for use when constructing small 

VMMs. We effectively leverage the algebraic 

properties of the concerned matrices by following 

appropriate propositions in order to discover the 

common patterns and combine them in order to save 

money on hardware by sharing computations and 

eliminating the expense of implementing multiple 

copies of identical expressions. This allows us to save 

money on hardware by sharing the work that needs to 

be done. Because of the high density, multiplications 

by inverted matrices have traditionally been avoided. 

However, it has been shown in this article that dense 

multiplications by such matrices can be converted 

into low-complexity multiplications if the structure of 

the matrices is taken into account in a strategic 

manner. This is a significant advance from previous 

research. It has been established that the encoder has 

a relatively low level of complexity overall. In 

conclusion, the suggested approach may be used with 

a variety of encoding methods. This is possible due to 

the fact that various QC-LDPC codes all utilise 

VMM to encode messages. To apply it to different 

families of QC-LDPC codes, all that is required is a 

few simple tweaks to accommodate for the particular 

properties of the matrices that are in issue. 
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