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Abstract 
Data are normally generated from various sources and valuable insight for business 

success. Though, it is complex to process and analyse the data to derive valuable 

information to strengthen business strategy, performance and efficiency. Big Data provides 

solutions for companies to make sense of random information. Big data is a term given to 

describe the volume of data (petabytes (1,024 terabytes) generated from websites, portal, 

and online applications), unstructured (include emails, voicemails, hand-written text, ECG 

reading, audio recordings), and complex in processing (from Medical data, Business 

transactions, Data capture by sensors, Social media/networks, Banking, Marketing, 

Government data, etc.). The problem is to analyse the data collected from the heterogeneity 

of sources to identify the truth from the conflicting information. But it is difficult to retrieve 

the true information when conflicted data consists of the outliers and it affects the 

performance of truth discovery. The main purpose of this paper is to remove the outlier to 

enhance the performance and identify the true information from the conflicting data. Since 

a reliable source can be identified by computing the source weight by removing the outliers. 

 

Keywords: Big data analytics, Loss distance, Source Reliability, Mean Absolute Error. 

 
Introduction 
In recent years, due to the development of 

technology, data is growing exponentially 

as it is generated and recorded from 

everywhere. For example, sensor devices, 

online social networks, weather online 

sources, health records, human genome 

sequencing, phone logs, government 

records, and professionals such as 

scientists, journalists, and writers [1]. The 

amount of useful information from 

multiple sources with high volume, velocity, 

and variety by different digital devices 

available on the web is growing at an 

exponent rate, giving birth to the term big 

data [2]. But, it is a question whether the 

information produced by the sources is 

quality or not for the web searchers. 

However, many of the sources produce 

different types of information for the same 

objects, which leads to conflicts. It is the 

moving research to distinguish which 

source produces a quality of information 

and which information is fit for an object. 

The main objective of this paper is to 

identify a trustworthy source by resolving 

the conflicts and removing outliers. Here, 

the heterogeneous information numerical 

information (Continuous data) and 

categorical data are involved for the 

experimental purpose.  

 

Data Analytics serves an important role in 

analysing conflicted data to produce the 

true values and quality of sources. To 

attain the maximum performance with 

minimum error, the distance-based data 

reduction approach with the outlier 

reduction method is used [11]. In Big data 

evolution, truth discovery has served as 
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an important technique to solve conflicts 

collected from the huge amount of data 

provided from heterogeneous sources. The 

most challenging task is to estimate 

source reliability and identify the true 

values supported by the high quality of 

sources [3]. It is of great interest to 

identify and remove the outliers out from 

conflicting data to the communities of 

machine learning and data mining. 

Indeed, identifying or eliminating outliers 

becomes an essential pre-processing stage 

in data analysis [4]. 

 

The main objective of this paper is i) to 

reduce the outliers and retain reliable 

values ii) to reduce the maximum deviated 

values from each source and maximize 

the weight for each source. This paper is 

organized as the related works are 

presented in the following section, and the 

methodology of the work is delivered in 

section three. The fourth section 

illustrates the experimental results. In the 

fifth section, the comparison of results is 

given and finally, the future 

enhancements with summary are 

presented in section six. 

 

Related Works 

In several types of research, a number of 

outlier reduction and truth discovery 

methods have been used to identify the 

quality of source and truth information. 

Here the outlier and truth discovery is 

reviewed from the good papers. 

 

In [6], the quality of big data sources has 

focused. The factor quality includes 

pattern conflict, identity conflict, and data 

conflict. In most of the research work, the 

field of data content is involved to reduce 

conflicts. In [12], the outlier detection 

method is proposed to handle high 

dimensional data to project the high-

dimensional into low dimensional space. 

The distance is the observation that is 

considered as an outlier deviated far from 

the truth values [13].  In [7], they 

observed inconsistency and low accuracy 

on data, collected from the different 

sources. Semi super wised truth discovery 

method is used to identify the confidence 

score on each observed value. If a 

confidence score is high the observed 

values are closest to 1 otherwise to -1. 

Value 0 indicates the observed values are 

either true or false [8]. In [9], an algorithm 

has been designed to find the truth 

discovery from heterogeneous sources. 

The objective of the work is to connect the 

sources (URL) and reliable information. 

Various web sources provide conflicted 

objects for the same entity, which leads to 

object conflict problems [5]. In [10] an 

optimized framework was proposed to 

resolve the conflicts on continuous data to 

compute the source reliability estimation. 

The main objective of this work is to 

compute the source weight by identifying 

the distance between the observed values 

collected from the various sources and 

ground truth values.  In [14], a method 

has been proposed to find the most 

trustworthy sources and the true 

information by considering the accuracy 

and coverage of each source at the same 

time. Weight assignment methods used 

for continuous data to minimize the 

distance. 

 

Methodology 

Figure 1 shows the overall methodology 

diagram for CRCO (Conflicts Resolving on 

Continuous data). CRCO is a data 

reduction based truth discovery analysis, 

which consists of two different phases, 

data reduction, and computing source 

weight. The weather report data set can 

be used for the experiments, has the 

properties, temperature (continuous 

properties) and weather type (categorical 

properties), etc. Raw data pre-processed 

to structure and various distance 

methods processed the structured data 

(nine sources each have pair of 425 data 

sets  both continuous and categorical type 

that are labelled with ground truth 

values) to analyse and remove the outlier 
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values[11]. The reliable values identified 

by the Absolute loss distance can be 

processed by the CRH method to compute 

the source weights by resolving the 

conflicts on Continuous data.  

 

 
Fig.1. Methodology diagram for truth 
discovery 
Source weights can be computed by 

measuring the distance of each value of 

the objects provided by each source. CRH 

method is an optimization method used to 

compute the source weights with multi-

source heterogeneous data. The basic idea 

of the CRH framework is “the reliable 
sources provide trustworthy 

observations”. Therefore, the observations 
should be very close to the ground truths 

from reliable sources. The main objective 

of the CRH is to maximise the weight of 

each source by minimizing the distance of 

each observed value [10]. Therefore, the 

maximum deviated distance can be 

removed by removing the outlier values 

with the help of the Z score numerical 

outlier reduction method. In general, 

outlier affects the performance of the 

methods, so it is to be removed to improve 

the performance. 

 

If a source is reliable, it satisfies the 

following constraints i) a maximum 

number of reliable values after reduction 

and ii) the highest weight compared to the 

other sources.  

To know the conflicts, there are some 

terms to be known in this work. 

 Object: It is a person or thing of 
interest. 

 Property: It is a feature or claim 
used to describe the objects. 

 Source: It is a place where 
information about objects’ 
properties can be collected. 

Therefore, to compute the source weights, 
the solution is given by CRH [10] 
framework is,     
 

 
 

 

 
Equation (2) is used to maximize the 

difference between the observed and true 
information. Z score numerical outlier 
detection performs on the squared loss 
distance to remove the maximum deviated 
distance. Finally, the source weight is 
computed by taking a negative log on the 
distance of each source. 
 
Algorithm:  

Input: Observations made by K sources: 

{S(1), S(2),  . . , S(K)} 

Output: Weight for each source: W = {w1, 

w2 , . . . . . . , wn} 

 

Step1: Computation of distance of each 

value from each source 

Step2: Generation of range ‘r’ from the 
values of distance by Z score. 

Step3: if distance > ‘r’, then  
Step4: Remove outlier values 

Step5: end if 

Step6: if distance < ‘r’, then  
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Step7: Apply CRH to compute the weight 

for each source. 

Step8: Apply negative logarithm (weight 

should be  between 0 to 1other wise to be 

normalised) 

Step9: end if 

Step10: Return the weight of the sources 𝑤𝑆(𝑐𝑜) (S=1,2, 3…k) 
 
Experimental Result 

The table1 shows the experimental result 

for source weight by resolving the 

conflicts on continuous data. The main 

objective of this paper is to identify the 

reliable source from the following 

constraints: the source has to retain 

maximum reliable values after reduction 

and the highest source weight. Since S4 

has maximum reliable values and the 

highest source weight as shown in the 

table. In [10] which said that, if a source 

weight is high, the information provided 

by that source is trustable and reliable. 

So that the information provided by the 

source S4 is reliable.  

 

Table.1. Source Weight 

Sources 

Outlier 

Reduced 

Values 

Retained 

Values 

(Reliable 

Values) 

Weight 

(W) 

S1 153 272 0.95711 

S2 162 263 0.974909 

S3 175 250 0.96465 

S4 81 344 0.991708 

S5 92 333 0.964957 

S6  93 332 0.938385 

S7 100 325 0.922185 

S8 134 291 0.919457 

S9 189 236 0.960116 

 
Results and Discussion 

The table.2 shows the performance 

analysis of deviation rate with existing 

work. The performance of the CRCO 

method can be evaluated by Mean of 

Absolute Deviation (MAD) which works on 

continuous data.   
 

Table.2. Mean Deviation Rate 

S.No Author Method Deviation 

1 Q.Li et al. CRH 4.6947 

2 Bastin et al. CRCO  3.9482 

 
To evaluate the performance, the observed 

values can be taken from the source that 

has the highest weight and compared with 

ground truth values to identify the 

deviation rate. Here, CRCO method 

reduces its deviation rate compared to the 

existing method. 

 

Conclusion and Future Direction 

To extract the knowledge from the 
enormous amount of information 
generated by heterogeneous sources, it is 
crucial to identify the true information 
from the multiple conflicting data sources. 
In this model, a reliable source is defined 
as the smallest weighted from multi-
source input in which weights represent 
source reliability degrees. Here, the 

continuous type of data only can be used 
to estimate the source weight and identify 
the reliable source. But, it is not enough 
to compute the source weight by using 
continuous data only. Normally, the 
object consists of more than one property. 
For example, weather data consists of 
continuous data and categorical data. 
Therefore, future work is to compute the 
source weight by categorical information. 
In truth finding problems, reliable source 
and reliable information can be identified.  
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