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Abstract  

Breast cancer is one of the most prevalent and life-threatening diseases affecting women worldwide. Early and accurate 

diagnosis is crucial for improving survival rates and treatment outcomes. This study aims to investigate the feasibility of using 

logistic regression analysis to differentiate between malignant and benign breast tumors based on various clinical and imaging 

features.The dataset used in this research consists of a comprehensive collection of patient data, including age, tumor size, 

tumor shape, margin, and other relevant attributes, along with corresponding diagnostic outcomes (malignant or benign). 

Logistic regression, a widely used statistical technique for binary classification, is applied to model the relationship between 

these features and the tumor classification. The CNN algorithm, known for its prowess in image recognition tasks, is then 

applied to extract intricate patterns and features from mammographic images. This deep learning model enhances the 

sensitivity and specificity of the detection process, capturing subtle nuances that may escape traditional methods. The 

proposed hybrid model synergistically combines the strengths of LR and CNN, resulting in a comprehensive and accurate 

breast cancer detection system. The integration of LR aids in efficient preprocessing, reducing computational complexity for 

the CNN. Experimental results on benchmark datasets demonstrate the superior performance of the hybrid model, showcasing 

its potential as an effective tool for early and accurate breast cancer diagnosis. 

Keywords Breast Cancer Detection, C, Classification, deep learning, logistic regression. 

 

INTRODUCTION  

Breast cancer is a significant health concern affecting 

millions of individuals worldwide, emphasizing the critical 

need for early detection and diagnosis. In recent years, 

advanced technologies and machine learning algorithms 

have played a pivotal role in improving the accuracy and  

 

efficiency of breast cancer detection. This study explores 

the integration of logistic regression and Convolutional 

Neural Network (CNN) algorithms for enhanced breast 

cancer detection. Logistic regression, a classical statistical 

method, is employed as a baseline model. It leverages 

patient data, such as age, family history, and other relevant 

features, to predict the likelihood of breast cancer. This 

initial step allows for a comprehensive analysis of 

individual risk factors and establishes a foundation for 
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comparison with more advanced techniques. In parallel, 

CNN, a deep learning algorithm well-suited for image 

analysis, is introduced to process mammographic images. 

The CNN algorithm excels in feature extraction and pattern 

recognition, making it particularly effective in identifying 

subtle abnormalities indicative of breast cancer. The 

integration of CNN enhances the model's ability to analyze 

the intricate details within mammograms and improve 

overall accuracy. To illustrate the performance of the 

combined logistic regression and CNN approach, visual 

representations such as ROC curves, confusion matrices, 

and precision-recall curves are employed. These graphical 

elements provide a clear and intuitive overview of the 

model's classification performance, allowing for a nuanced 

evaluation of its strengths and limitations. 

Literature Survey 

In the medical domain, technology influence is immense, 

resulting in the processing of medical data electronically. 

Here the primary concern is security and time 

consumption while dealing with images. It raises the need 

for an automated system to retrieve and process images 

automatically. Medical diagnosis is a vital concept among 

which the diagnosis of the tedious disease has gained top 

attention among the research community. This paper 

focused on sensational breast cancer diagnosis using 

image processing methodologies. The most effective 

method of treating disease diagnosis is working with 

patient records in the form of mammography images.[1] 

  

In this research, the authors are using machine-learning 

algorithms that will be used to compare the accuracy here. 

We will present a prediction model using machine-

learning models including LR, RF, DT, etc. that are tested 

on the Breast Cancer Wisconsin dataset, and different 

datasets. By using the results of this research, the 

efficiency of various strategies can be defined, and the 

most precise technique may be applied to accurately 

forecast breast cancer.[2] 

 

In this section, some studies in the literature are 

mentioned. The machine learning algorithms and results 

in the literature developed using the Breast Cancer 

Wisconsin dataset are shown in Table 1. According to 

Table 1, generally Support Vector Machine (SVM), 

Decision Tree (DT), Random Forest (RF), K-Nearest 

Neighbour (K-NN) and Naïve Bayes (NB) machine 

learning algorithms were used.[3] 

Machine learning techniques, which have been found to 

have a major impact on the identification and early 

treatment of breast cancer, have emerged as a hotspot for 

study and have been demonstrated to be a potent 

methodology. The authors used five machine learning 

algorithms in this research. There have been various 

empirical investigations employing machine learning and 

soft computing techniques to treat breast cancer. This 

article provides an overview of the available technologies 

for advanced treatment of breast cancer, as well as an 

introduction to the concepts and current achievements in 

personalized medicine that depend on technology.[4] 

  

Diagnosis of BC disease is a challenge for researchers. To 

solve this problem of breast cancer, various models and 

techniques such as ML, DL, and TL are used. Researchers 

used datasets based on mammography (X-rays), magnetic 

resonance imaging (MRI), ultrasound (sonography), and 

thermography to diagnose breast cancer disease.[5] 

  

According to the findings, the suggested CNN 

outperforms estimations in recognising and requesting 

breast cancer for image datasets. And SVM has proven to 

outperform CART, NB and KNN in analysis and 

prediction of cancer with numerical datasets.[6] 

  

In this paper the authors examined different machine 

learning techniques for breast cancer detection. They 

performed a comparative analysis of CNN, KNN, SVM, 

Logistic regression, Naïve Bayes and Random forest. It 

was observed that CNN outperforms the existing methods 

when it comes to accuracy, precision and also size of the 

data set.[7] 

  

In this paper unsupervised learning techniques are utilized 

on the datasets of Liver, Heart, and Appendicitis. The 

disease detection is done using the K-Means, 

Agglomerative Clustering, and Fuzzy CMeans clustering 

techniques. The metaheuristics algorithms are used on 

these unsupervised algorithms for better results.[8] 

  

Aruna et al used naïve Bayes, support vector machine, and 

decision trees to classify a Wisconsin breast cancer dataset 

and got the best result by using support vector machine 

(SVM) with an accuracy score of 96.99%. Chaurasia et al 

compared the performance of supervised learning 
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classifiers by using a Wisconsin breast cancer dataset and 

naïve Bayes, SVM, neural networks, decision tree 

methods applied. According to the study results, SVM 

gave the most accurate result with a score of 96.84%.[9] 

  

Utilizing tissue microarray (TMA) samples obtained from 

the primary tumor of patients (N=1299) within a 

nationwide breast cancer series with long-term-follow-up, 

the authors train and validate a machine learning method 

for patient outcome prediction. The prediction is 

performed by classifying samples into low or high digital 

risk score (DRS) groups. The outcome classifier is trained 

using sample images of 868 patients and evaluated and 

compared with human expert classification in a test set of 

431 patient.[10] 

A specific area that has garnered significant attention is the 

prediction of genomics in breast cancer using MRI. 

Previous work on this topic utilized either imaging features 

manually extracted by radiologists, which is a very time 

consuming and subjective process, or features automatically 

extracted by computer algorithms. Such features include 

tumor texture (e.g. Haralick features), tumor shape, or 

enhancement dynamics [11]. 

  

An additional level of characterization interrogates the 

biological characterization of tumors. The emerging field 

of “imaging genomics” correlates radiographic imaging 

features with biological data, including somatic mutations, 

gene expression, chromosome copy number, or other 

molecular signatures. The maturity of genomics analyses, 

from a data standpoint, provides synergistic opportunities 

for AI-based imaging efforts.[12] 

  

Two recent studies 45,46 developed deep learning based 

methods for breast cancer classification using film and 

digital mammograms, which were end-to-end trainable. 

Both studies used multi-instance learning (MIL) and 

modified the whole image classifier cost functions to 

satisfy the MIL criterion. In contrast to our approach, 

neither study utilized ROI annotations to train the patch 

classifiers first and the AUCs were lower than reported in 

study.[13] 

  

In this paper, the authors analyze the performance of 

supervised or unsupervised learning models such as 

Random Forest, KNN, SVM, Logistic Regression, 

AdaBoost, and Perceptron. These models are used for 

classifying the Wisconsin Breast Cancer Dataset (WBCD) 

from UCI Machine learning depository. They have been 

tested by many researchers and were proven efficient in 

many aspects.[14] 

  

In the setting of a challenge competition, some deep 

learning algorithms achieved better diagnostic 

performance than a panel of 11 pathologists participating 

in a simulation exercise designed to mimic routine 

pathology workflow; algorithm performance was 

comparable with an expert pathologist interpreting slides 

without time constraints. Whether this approach has 

clinical utility will require evaluation in a clinical 

setting.[15] 

  

Classification and clustering are two widely used methods 

in data mining. Clustering methods aim to extract 

information from a data set to discover groups or clusters 

and describe the data set itself . Classification, also known 

as supervised learning in machine learning, aims to 

classify unknown situations based on learning existing 

patterns and categories from the data set and subsequently 

predict future situations. The training set, which is used to 

build the classifying structure, and the test set, which 

tends to assess the classifier, are commonly mentioned in 

classification tasks. This research mainly focuses on the 

classification and prediction of breast cancer. Related 

works regarding supervised learning techniques and their 

application in breast cancer diagnosis are reviewed in this 

section.[16] 

  

According to the latest PubMed statistics, more than 1500 

papers have been published on the subject of machine 

learning and cancer. However, the vast majority of these 

papers are concerned with using machine learning 

methods to identify, classify, detect, or distinguish tumors 

and other malignancies. In other words machine learning 

has been used primarily as an aid to cancer diagnosis and 

detection (McCarthy et al. 2004). It has only been 

relatively recently that cancer researchers have attempted 

to apply machine learning towards cancer prediction and 

prognosis.[17] 

MATERIALS AND METHODS 

 

 Breast cancer is the most common cancer among women 
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worldwide, accounting for 25% of all cancers. Although the 

overall incidence of breast cancer has been decreasing in 

recent years, it is still a major public health concern.The 

exact cause of breast cancer is unknown, but there are 

several risk factors that can increase a woman's chance of 

developing the disease. These risk factors include: 

● Age: Breast cancer risk increases with age. Most 

breast cancers are diagnosed in women over the 

age of 50, but they can occur at any age. 

● Family history: Having a close relative (mother, 

sister, daughter) with breast cancer increases a 

woman's risk of developing the disease. 

● Genetic mutations: Certain genetic mutations, such 

as BRCA1 and BRCA2, can significantly increase 

a woman's risk of breast cancer. 

● Dense breasts: Women with dense breasts have 

more breast tissue than fatty tissue, which can 

make it more difficult to detect breast cancer on 

mammograms. 

● Personal history of breast cancer: Women who 

have been diagnosed with breast cancer in the past 

are at an increased risk of developing it again. 

 

 

                     women suffering breast cancer 

Convolutional Neural Networks (CNN) have emerged as a 

groundbreaking technology in the detection of breast cancer 

through medical imaging. By leveraging the intricate layers 

of neural networks, CNNs excel in extracting and analyzing 

complex features within mammographic images, allowing 

for the identification of subtle abnormalities indicative of 

breast cancer. These networks are adept at recognizing 

patterns and structures, enabling accurate classification and 

early detection of potential malignancies. The application 

of CNNs in breast cancer imaging not only enhances the 

efficiency of diagnosis but also contributes to the ongoing 

efforts to improve patient outcomes by facilitating early 

intervention and treatment. 

 

                      Images CNN uses for detection 

 In the workflow for breast cancer detection using logistic 

regression and Convolutional Neural Network (CNN), 

patient data is initially processed for logistic regression, 

extracting relevant features such as age and family history. 

Simultaneously, mammographic images are prepared for 

CNN analysis through resizing and normalization. Logistic 

regression is employed for patient-level risk assessment, 

while CNN is utilized to analyze intricate details within 

mammograms. The predictions from both models are then 

integrated, providing a comprehensive approach to breast 

cancer detection that leverages both statistical and image-

based information, enhancing the accuracy and robustness 

of the overall system. 

 

                                   Model 
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                 Affected Region detected in images 

Logistic regression and Convolutional Neural Network 

(CNN) offer complementary strengths in breast cancer 

detection. Logistic regression efficiently processes patient 

data, providing a statistical assessment of risk factors such 

as age and family history. This patient-level analysis 

contributes valuable insights into the likelihood of breast 

cancer. On the other hand, CNN excels in image analysis, 

capturing intricate patterns and abnormalities within 

mammograms that may be indicative of malignancies. The 

combination of these approaches creates a synergistic 

model that harnesses both patient information and image 

features, enhancing overall accuracy and enabling a more 

nuanced and comprehensive detection of breast cancer. 

Thisintegrated approach maximizes the strengths of each 

method, offering a powerful tool for early diagnosis. 

FIGURES & TABLES 

Logistic regression plays a crucial role in identifying breast 

cancer by analyzing relevant features within a dataset. In 

the context of breast cancer detection, the dataset typically 

includes patient-specific information such as age, family 

history, and other risk factors. Logistic regression models 

are trained on this dataset to establish relationships between 

these features and the likelihood of cancer occurrence. By 

learning from historical cases where cancer status (benign 

or malignant) is known, the logistic regression algorithm 

can then predict the probability of cancer for new cases 

based on their specific feature values. Once the logistic 

regression model is trained, it can effectively classify new 

instances into benign or malignant categories by calculating 

the probability of malignancy. A commonly used threshold 

(e.g., 0.5) is applied to the predicted probabilities; instances 

with probabilities above this threshold are classified as 

malignant, while those below are classified as benign. This 

method provides a straightforward and interpretable way to 

identify cancerous cases within a dataset, enabling 

clinicians to prioritize further examination and treatment for 

individuals at a higher risk of malignant breast tumors. 

Pl

 
                                    Accuracy 

 

The x-axis represents the training epochs, which are 

iterations through the entire dataset during the training 

process. As training progresses, the model learns to extract 

relevant features from mammographic images. The y-axis 

measures accuracy, indicating the proportion of correctly 

classified instances. Two lines on the graph depict the 

testing accuracy and validation accuracy. Testing Accuracy: 

The testing accuracy curve reflects the model's performance 

on a separate set of data not used during training. This set 

serves as an independent evaluation to assess how well the 

model generalizes to new, unseen cases. The testing 

accuracy line on the graph demonstrates the model's ability 

to make accurate predictions on novel mammographic 

images. Validation Accuracy: The validation accuracy 

curve represents the model's performance on a validation 

subset of the training data. This set helps monitor the 

model's progress during training and serves as a check 

against overfitting. The validation accuracy line on the 

graph indicates how well the model is performing on data it 

hasn't seen during training. 
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                                                                     Data set model will be using

 

 

 

 

                                                          Understanding Training and Test Loss Plots 

 

 

 

 

 

 

Shows the training accuracy and the validation 

accuracy graph of CNN 

 

Equation (Level 1) 

 Binomial (or binary) logistic regression is a form 

of regression which is used when the dependent 
variable is dichotomous (e.g. present or absent) and the 

independent variables are of any type (discrete or 

continuous). The independent (observed) variables, Xi are 

related to the dependent (outcome) variable, Y by the 

following equation:- 

Logit(p) = β0 + β1X1 + … + βn Xn 

https://datascience.stackexchange.com/questions/52028/understanding-training-and-test-loss-plots
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 where p represents the probability of the presence of 

disease (e.g. probability of cancer) when the findings X1, 

X2,… Xn, (e.g. calcification types, breast density, and age) 

are identified. βi is the coefficient of the independent 

variable Xi that is estimated using the available data 

(training set). Only significant variables (p-value ≤ α) 

are included in the model. Variables can be added by 

stepwise, forward, or backward selection methods.  

VI.Conclusion 

In conclusion, the utilization of logistic 

regression for breast cancer detection has proven to be 

a valuable and effective tool in distinguishing between 

malignant and benign tumors. This system has 

demonstrated its significance in the field of medical 

diagnostics by providing healthcare professionals with 

a reliable method for early detection and accurate 

classification of breast cancer cases.The CNN model's 

ability to analyze multiple features, such as tumor size, 

shape, and texture, has enabled the system to make 

informed predictions regarding the nature of the tumor. 

By analyzing historical data and training the model 

with a diverse dataset, this system has showcased its 

capacity to identify patterns and establish decision 

boundaries, making it a robust tool for breast cancer 

classification. 
 

VII. FUTURE SCOPE  

The future scope of a "Breast Cancer Detection Using 

Logistic Regression" system for distinguishing 

between malignant and benign breast tumors holds 

significant promise in the field of healthcare and 

medical technology. As technology continues to 

advance, the potential impact of such a system 

becomes increasingly apparent. First and foremost, 

the integration of machine learning and logistic 

regression techniques for breast cancer detection 

offers the possibility of enhancing early diagnosis. By 

analyzing a multitude of patient data, including 

mammograms, patient history, and genetic 

information, the system can provide more accurate 

and timely assessments. This, in turn, can lead to 

earlier intervention and improved treatment outcomes 

for breast cancer patients, ultimately saving lives. 

Additionally, the system's future scope extends to 

personalized medicine. As it continues to gather and 

analyze data from a wide range of patients, it can 

better tailor treatments to individuals based on their 

unique characteristics and the likelihood of 

malignancy. This means that treatments can be more 

effective and have fewer side effects, resulting in an 

overall improvement in the quality of care for breast 

cancer patients. 
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