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ABSTRACT: Redundant basis (RB) multipliers over Galois Field have gained huge popularity 

in elliptic curve cryptography (ECC) mainly because of their negligible hardware cost for 

squaring and modular reduction. In this paper, we have proposed a novel recursive 

decomposition algorithm for RB multiplication to obtain high-throughput digit-serial 

implementation. Through efficient projection of signal-flow graph (SFG) of the proposed 

algorithm, a highly regular processor-space flow-graph (PSFG) is derived. By identifying 

suitable cut-sets, we have modified the PSFG suitably and performed efficient feed-forward cut-

set retiming to derive three novel multipliers which not only involve significantly less time-

complexity than the existing ones but also require less area and less power consumption 

compared with the others. Both theoretical analysis and synthesis results confirm the efficiency 

of proposed multipliers over the existing ones. 

 

I INTRODUCTION 

Finite field GF (2m ) is a field that contains 

finitely many fields. It is especially useful in 

translate computer data, which present in the 

binary form. Finite Field has wide 

applications in cryptography and error 

control coding [1], [2]. The key arithmetic 

unit for multiple systems based on 

computations of finite field is finite field 

multiplier because the complex operations 

like division and inversioncan be broken 

down into successive multiplication 

operation. The most common arithmetic is 

multiplication which is useful to obtain 

efficient multipliers [3]. Both the hardware 

and software architectures are studied for 

computing multiplications over finite field  

 

[4]. The mostly used bases for finite fields 

are polynomial (PB), normal (NB), 

triangular (TB), and redundant (RB) [5]. 

Basis is a set of vectors that, in a linear 

combination, can represent every vector in 

given a vector space. Redundant basis is 

attractive due to its free squaring and 

modular reduction for multiplication [7]. A 

redundant representation is extracted from 

minimalcyclotomic ring and the arithmetic 

operation can be performed in the ring by 

embed the present field [9]. A number of 

structures have been designed for efficient 

finite field multiplication over finite field 

based on RB. Semi-systolic Montgomery 

multiplier ispresented in [4]. Super-systolic  
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multiplier has been reported by Pramod 

Kumar Mehar. Bit-Serial/Parallel multipliers 

[8], Comb style architectures are presented 

formerly and also several other RB 

multipliers are designed for hardware 

efficiency and throughput [6]. In this 

contribute, an efficient high-throughput 

digit-serial/parallel multiplier designs over 

finite field based on RB is presented. A 

novel recursive decomposition scheme is 

presented, based on that parallel algorithms 

are obtained for high-throughput digit-serial 

multiplication. By depicting the parallel 

algorithm to a regular two dimensional 

signal-flow-graph (SFG) array go after by 

projection of SFG to onedimensional 

processor-space flow graph (PSFG), the 

algorithm is mapped to three multiplier 

architectures. In this work, the 

implementation of 10- bit digit-serial RB 

multipliers is presented to obtain high-

throughput 

2. LITERATURE REVIEW 

 Multiplication is more complicated, 

whereas division or inversion can be broken 

down into a series of consecutive 

multiplication operations. Therefore in 

practice, a binary field (Galois field of 

characteristic two) multiplier becomes the 

key arithmetic unit and VLSI design core for 

the hardware systems, based on Galois field 

computations. The way in which GF (2  ) 

multiplication is performed is dependent on 

the representation bases in a binary field. 

Efficiency of Galois field multiplication 

depends on the choice of the basis to 

represent field elements. Bases that have 

been used for efficiently realizing Galois 

field multipliers include polynomial basis,  

 

normal basis (NB), dual basis, triangular 

basis, and redundant representation or 

redundant. Among these, redundant basis 

representation is especially interesting, 

because likewise normal basis multiplier it 

offers almost free squaring and also 

eliminates modular operation for 

multiplication. RB representation has high 

modularity and exhibits carry-free addition, 

which can be used to design high 

performance multipliers. The main idea of 

multiplication using redundant 

representation is to perform multiplication 

by embedding the field in a larger ring. The 

ring used here is a cyclotomic ring and has a 

very simple structure, such that the modular 

operation can be saved in a multiplication 

operation. The main drawback for redundant 

representation is that it uses more bits to 

represent an element as compared to other 

representation basis. The number of 

representation bits depends on the size of the 

cyclotomic ring. However, for the class of 

fields GF (2  ) for which there exists a type I 

optimal normal bases (ONB), the number of 

bits required for a redundant representation 

of a field element is slightly higher for large 

m—(m+1) bits compared to m bits used for 

the other bases. The work done in the field 

of redundant representation and RB 

multipliers over GF (2  ) in all these years is 

depicted 

3 MATHEMATICAL FORMULATIONS 

Redundant Basis Multipliers offers 

negligible hardware cost for squaring, 

provides lower computational complexities, 

and also can be implemented in highly 

regular computing structures.  
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Digit Serial RB Multiplier In Digit serial RB 

multiplier digit wise partial products for the 

digit serial multiplication where operands A 

and B are decomposed into a number of 

digits, and then the addition of those partial 

products is done to compute the product 

word. Assuming x to be a primitive nth root 

of unity, elements in GF (2  ) can be 

represented in the form:  

A= 0 + 1x + …. + −1  −1 (1) Where 

 ϵ GF (2), for 0≤ i ≤ n-1, such that the set 

{1, x, 2 ,…..,  −1 } is defined as the RB 

for GF (2  ) elements, where n is a positive 

integer not less than m [6], [10]. For a GF (2  

), when (m+1) is prime and 2 is a primitive 

root modulo (m+1), there exists a type I 

optimal normal basis (ONB) [10], where x is 

an element of GF (2  ), and n=m+1. Let A, 

B ϵ GF (2) be expressed in RB 

representation as 

 A=  −1  =0 (2)  

B=  −1  =0 (3) where  ,  ϵ GF (2). 

Let C be the product of A and B, which can 

be expressed as follows  

C= A·B = (  ) −1 =0 ·A = ( −1 =0 

 ( +  ) )  −1  =0 = ( −1  =0 ( −  )  

  )  −1 =0 = ( −1 =0 ( −  )   )  

−1   =0 (4) where (i-j)n denotes modulo n 

reduction. Define C=  −1  =0 where  

ϵ GF (2), then  =  −    −1 =0 (5)  

Word Level RB Multiplier In Word Level 

RB Multiplier [13], both the operand A and 

B are decomposed into number of blocks to 

achieve digit serial multiplication, and after 

that the partial products corresponding to 

these blocks are added together to obtain the 

desired product word. Considering equations 

(1) to (5)  

 

 

Then the operand A in RB representation in 

k= [n/w] words A=  0 …  − 1 𝐴0   

…  2  − 1 𝐴1 2  …  − 1  …   − 
10 … 0 𝐴 −1 Note that  =0 if j > n-1 

Replace j in (5) with hw+l  = ℎ + −ℎ −  −1 ℎ=0 −1 =0 ; 

 i =0,1,…..,n-1 (6) Define new signal ℎ,  

(−1) as follows: ℎ,  (−1) =0 and ℎ,  ( ) = ℎ,  ( −1) + ℎ + −ℎ −  ;  

for l=0,1,……,w-1 (7) then it follows from 

(7)  ℎ, ( −1) = ℎ + −ℎ −  −1 =0 (8) 

 comparing (6) with (8), it follows:  = ℎ,  

−1 ( −1) ℎ=0 (6) This multiplier is faster 

than previous defined multipliers, but has 

larger area complexities. 

4.THERECURSIVE DECOMPOSITION 

DIGIT SERIAL MULTIPLICATION 

ALGORITHM  

Inputs: A and B are the pair of elements in 

GF(2 ) to be multiplied. 

Output:C=A.B 

 1. Initialization 1.1 Y=0; 2.Multiplication  

2.1 For u=0 to Q-1 2.2 Y=Y+BuAu T End 

For End For  

3.Final step C=Y A bit level matrix vector 

form  

5.DERIVATION OF PROPOSED HIGH 

THROUGHPUT STRUCTURE FOR RB 

MULTIPLIERS Fig.1. Signal- flow graph 

(SFG) for parallel realization of RB 

multiplication.(a)The proposed SFG.(b) 

Functional description of S node,where S-I  
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node performs circular bit-shifting of one 

position and S-II node performs circular bit-

shifting by positions.(c) Functional 

description of M node.(d) Functional 

description of A node. The RB 

multiplication can be represented by the 2- 

dimensional SFG (shown in Fig.1) 

consisting of parallel arrays, where each 

array consists of bitshifting nodes (S node), 

multiplication nodes (M nodes) and addition 

nodes (A nodes).  

 

There are two types of S nodes (S-I node 

and S-II node). Function of S nodes is 

depicted ,where S-I node performs circular 

bit-shifting by one position and S-II node 

performs circular bit- shifting by positions 

for the degree reduction requirement. 

Functions of M nodes and A nodes are 

depicted in Fig.1(c) and 1(d), Page 267 

respectively. Each of the M nodes performs 

an AND operation of a bit of serial-input 

operand A with bitshifted form of operand 

B, while each of the A nodes performs an 

XOR operation. The final addition of the 

output of arrays of Fig. 1 can be performed  

 

by bit-by-bit XOR of the operands innumber 

of A nodes as depicted in Fig. 1.  

SIMULATION RESULTS: 

The below figures shows the simulation 

result for the proposed structures. 

 

CONCLUSION RB multipliers over GF (2 
 ݉ ) are very popular in Elliptic Curve 

Cryptography because of their negligible 

hardware cost for squaring and modular 

reduction. Word Level RB multiplier is the 

most efficient among all multipliers in terms 

of hardware utilization. Digit serial RB 

multiplication in a bit level matrix vector 

form is most efficient in terms of area-time 

complexities. Future works can be done to 

find out new methods to obtain partial 

products in lesser time and with less 

hardware requirements. RB multipliers over 

GF (2 
 ݉ ) are very popular in Elliptic Curve 

Cryptography because of their negligible 

hardware cost for squaring and modular 

reduction. Word Level RB multiplier is the 

most efficient among all multipliers in terms 

of hardware utilization. Digit serial RB 

multiplication in a bit level matrix vector 

form is most efficient in terms of area-time 

complexities. Future works can be done to  
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find out new methods to obtain partial 

products in lesser time and with less 

hardware requirements.  
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