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Abstract 

In this work emotion recognition and human face expression extraction are both done using 
machine learning and deep learning models. The many different body language tactics, 
including as eye stirring, idiomatic expressions, and body motions, are significant when 
applying for the interaction between computers and humans. Identification of human 
emotions is crucial for criminal investigation, detection, prevention and many other 
domains. In this work VGG-19, ResNet-50, ResNet-101, (CNN’s) to identify contempt, 
sadness, anger, fear, disgust, happy and surprise. An overall accuracy of 98% is achieved 
through VGG-19 which is best suitable for facial recognition. 
 
Index Terms–Convolution Neural Network, ResNet, VGG- 19, Efficient Net, Deep 
Learning. 

 
Introduction 

Mood-indicating facial expressions, such 
as those used to show happiness, 
surprise, disdain, sorrow, fear, disgust, 
and fury. A person's goals in a social 
setting may be inferred from their facial 
expressions, which can also reflect inner 
feelings. In people's social relationships, 
they are extremely important. 
Background surroundings in which faces 
are seen give crucial contextual 
information for comprehending facial 
emotions. Ostensive motions, like the 
brow flick, which denote the desire to 
communicate, are particularly significant 
among facial expressions. These 
movements suggest two things: first, that 

the sender may be trusted; and, second, 
that the recipient should take note of any 
further signals. 
 
Facial emotion identification research is 
unquestionably a popular area in 
academic circles and business. The 
technology for recognizing facial 
expressions is frequently employed in 

daily life today, including in the 

identification of driver tiredness. 
According to the existing research, 
maximum of them employed the transfer 
learning technique with well-established 
pre-trained Deep-Learning methods for 
expression detection analysis. Since there 
are just a few publications on the subject 
of facial emotion detection. In this area, 
their plan has produced good outcomes. 
But it has three significant drawbacks. 
First, these models only perform 
adequately for binary classification. 
Second, they don't identify the top pre-
trained DL techniques or the most 
effective combinations of them in order to 
get the highest performance; instead, For 

transfer learning, they just consider the 
VGG-19 DL model. 
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Fig1:Sample images from Dataset 
 
Third, their models aren't clear enough to 
understand. First, in order to get beyond 
the aforementioned restrictions, we 

improve the 13 DL models that have 
already been trained using the same 
technique. 
 

Literature Survey 

DL approaches are used to categorize face 
emotion detection in various recent 
research reports. The bulk of the writers 
used deep learning models like VGG16, 
Inceptionnet-v2, EfficientNet b0, and 
CNN. And 65.3% for AleNet, 66.4 for VGG, 
61.9 for RESNET, 70% for CNN, 85% for 
CFR- SVM, and 92 for CFR-CURL-SVM. 
 
The authors achieved 96% accuracy in 
the below Literature survey using the 

VGG Fine-Tune DL algorithm, the highest 
accuracy among the following surveys. 

TABLE 1 

 
 

Proposed Work 

The proposed work part includes the 
information about the process flow in the 
face expression detection. Mainly the first 
thing will be the dataset important for 
the detection. So, collecting the dataset 
followed by the data pre-processing 
technique to make the dataset incorrupt 
to receive better and accurate results 
followed by application of various 
classification algorithms followed by 
individual algorithm performance 
analysis and checking the accuracy for 
which algorithm it will be more and lastly 
doing the comparative analysis of all the 
algorithms with their accuracies. 
 

The proposed method is described below 
for collecting data, screening experts, and 
augmenting the data. Additionally, we 
show how we develop our databases. 
 
Data collection: 

981 photos were obtained from the kaggle 
database, which is the world's largest 
community offering a data platform for 
machine learners to exploit. And there 
are 7 folds of Facial emotion expressions. 
 

 
Fig.2:Original dataset distribution 

 
Transfer learning 

Transfer learning is the process by which 
a neural network that has been taught to 
do one task may be trained to perform 
another. This type of application is useful 
for problems with a little dataset. This 
type of application works well since the 
first layers model tries to identify 
properties like edges that are shared by 
both datasets. Because most real-life 
scenarios do not require complicated 
models to be trained using millions of 
labeled data points, this is particularly 
helpful in the field of data science. 
 
In this study, we will freeze the layers 
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from the previously trained model while 

adding some new layers to it. 
Furthermore, by adding new layers, old 
features will be transformed into new 
dataset predictions (face emotion 
expression dataset) 
 
A well-known collection of actual 
photographs, IMAGENET has 1000 
classes, making it more powerful. We will 
make use of models that have already 
been trained using it. For this work, we 
choose three pre-trained DL models. VGG 
19, ResNET101, ResNET50, and CNN are 
the models. We'll add the identical new 
layer to every pre-trained model. 
 

Model Building 

VGG 
The Convolutional Neural Network (CNN) 
architecture is deep and has several 
layers. Convolutional neural networks' 
primary characteristics are the foundation 
of VGGNets (CNN). Input, output, and 
hidden layers make up convolutional 
neural networks. Small convolutional 
filters make up this network. All hidden 
layers' activation functions are provided 
by ReLU. All hidden layers' activation  
functions are provided by ReLU. Because 
ReLU enables speedier learning and 
lowers the frequency of gradient issues 
that vanish, it is more successful when 

used on computers.VGG19 in the study 
accepts input tensor sizes of 224, 244 
with 3 RGB channels. These input photos 
are sent into the VGG network, which 
updates the weights of the newly added 
layers. Finally, the model generates a 
vector with 7 values which consists of face 
emotion expression probabilities.. The 
softmax function is used to ensure that 
these probabilities  total up to 1. 
 
RESNET 

The exploding gradients issue that 
happened in VGG-16 and 19 is resolved 
using resnets. The creation of the ResNet 
model was made possible by the 

introduction of Residual blocks, which 
made it considerably simpler to train 
incredibly deep networks. We apply in this 
network, there is a technique called skip 
connections. The skip connection skips a 
few layers in between and connects layer 
activations to succeeding levels. 
Regularization will skip any layer that 
reduces architectural performance, which 

is an advantage of incorporating this sort 

of skip link. As a consequence, 
vanishing/exploding gradient problems 
may be avoided while training an 
exceedingly deep neural network. 
 
RESNET 5O AND RESNET 101 in the 
study accept input tensor sizes of 224, 
244 with 3 RGB channels. These input 
photos are sent into the ResNet network, 
by doing so, a new layer is added, and its 
weights are updated s. Finally, the model 
generates a vector with 7 values which 
consists of face emotion expression 
probabilities. The softmax function is 
used to ensure that these probabilities 
total up to 1. 

 
Performance Evaluation 
With the use of the most popular 
statistical techniques, including accuracy, 
precision, recall and F1-score, the total 
experimental result is measured.The 
dataset for this study is rather small. The 
possibility of misclassification thus exists. 
For instance, the patient might not be 
identified if true positive (TP) face emotion 
expression data points are categorized as 
other class. In order to choose the best 
model from all deployed machine learning 
and deep learning models, we must 
carefully review statistical measures. 
 
Accuracy: The number of predictions made by a 

model that are true across all cases is its accuracy 

 
 

Precision: An evaluation of precision will 
be based on proportion of accurately 
predicted events to all expected positive 
outcomes. 

 
Recall: An algorithm's recall refers to how 
many relevant results it correctly 
recognizes out of all possible results. 

 
F1- score: This statistic is used to assess 
the model's recall and accuracy 
performance. The F1 score is widely used 
in NLP, and it may be adjusted to 
priorities precision over recall or the other 
way around. 
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Results and Discussion 

DL models were used in this study. In 
deep learning, we used vgg19, resent50, 
resnet101. After applying deep learning 
methods to the face expression dataset, 
we achieved the accuracy values 
mentioned below. We got 97% with CNN, 
98% with VGG-19, 95% with RESNET–50 
and 97% accuracy with RESNET-101. 
Among all DL techniques, VGG19 has the 
highest accuracy of 98%. 

 
TABLE 2 Accuracy comparisons 

 
CNN 

 
Fig. 3: Train vs validation accuracy and 
loss graph followed by confusion matrix 
for CNN 

VGG – 19 

 
Fig. 4: Train vs validation accuracy and 
loss graph followed by confusion matrix 

for VGG19 
 

RESNET – 50 

 

Fig. 5: Train vs validation accuracy and 

loss graph followed by confusion matrix 
for resent 50 

 
RESNET – 101 

 
Fig. 6: Train vs validation accuracy and 

loss graph followed by confusion matrix 
for resent 101 

 
Fig. 7: Comparative analysis of 

accuracies 

 

Conclusion and Future Work 

On the face expression dataset, we 
examined 3 different pre- trained DL 
models using transfer learning. We got 
98% accuracy with CNN, 98% VGG 19, 
95% with RESNET 50 and 97% accuracy 
with RESNET 101. We identified the 
VGG19 algorithm as the best-performing 
DL model for predicting the face 
expression. The model performed best 
accuracy: 98% while detecting the face 
expression. Firstly, while the sample is 
very small, adding more data might 
increase performance even further. 
Second, ensemble models may be used to 

improve model accuracy. 
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