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Abstract 
Alzheimer's disease, a progressive neurodegenerative disorder, affects millions globally, posing 

significant challenges to patients, families, and healthcare systems. Early identification of 

individuals at risk of progressing from mild cognitive impairment to Alzheimer's disease 

(commonly referred to as Alzheimer's conversion) is critical for timely intervention, potentially 

slowing disease progression and improving quality of life. This study aims to develop and compare 

predictive models using advanced machine learning techniques to forecast Alzheimer's conversion 

based on longitudinal magnetic resonance imaging (MRI) data. The proposed models include 

Logistic Regression, Support Vector Machines (SVM), Decision Tree Classifier, Random Forest 

Classifier, and XGBoost Classifier, selected for their robustness and suitability for handling 

complex, high-dimensional medical imaging data. Model performance will be rigorously 

evaluated using multiple metrics, including Area Under the Curve (AUC) of the Receiver 

Operating Characteristic (ROC), accuracy, precision, recall, and F1-score, to ensure a 

comprehensive assessment of predictive capabilities. By leveraging longitudinal MRI data, which 

captures structural brain changes over time, this research seeks to identify reliable biomarkers and 

patterns associated with Alzheimer's progression. The findings are expected to contribute 

significantly to the development of non-invasive, data-driven tools for early diagnosis, enabling 

personalized treatment strategies and supporting clinical decision-making. Ultimately, this work 

has the potential to enhance patient outcomes, reduce caregiver burden, and inform future research 

into Alzheimer's disease management and therapeutic interventions. 

 

Keywords:  Predictive modelling ,Alzheimer's conversion , Logistic Regression ,Support Vector 

Machines (SVM) ,Decision Tree Classifier , Random Forest Classifier ,XGBoost Classifier  

 

Introduction 
Alzheimer’s disease, a progressive 

neurodegenerative disorder, impacts millions 

of people worldwide, profoundly affecting 

individuals, their families, and society at 

large. Characterized by memory loss, 

cognitive decline, and behavioural changes, 

this condition often leads to a significant 

deterioration in quality of life and places a 

substantial burden on healthcare systems. As 
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the global population ages, the prevalence of 

Alzheimer’s disease is expected to rise, 

underscoring the urgent need for effective 

strategies to detect and manage the disease in 

its earliest stages. Early identification of 

individuals at risk of progressing from mild 

cognitive impairment (MCI)—a transitional 

stage between normal aging and dementia—

to Alzheimer’s disease is critical. Timely 

detection enables early interventions, which 

can slow disease progression, improve 

patient outcomes, and reduce caregiver 

strain. In recent years, machine learning has 

emerged as a transformative tool in medical 

research, offering powerful capabilities to 

analyse complex datasets and uncover 

patterns that may elude traditional diagnostic 

methods. By leveraging machine learning 

algorithms, researchers have demonstrated 

promising results in predicting Alzheimer’s 

disease progression, particularly the 

conversion from MCI to Alzheimer’s, thus 

facilitating proactive clinical management. 

 

This study aims to develop a robust 

predictive model to forecast the transition of 

patients with MCI to Alzheimer’s disease 

using advanced machine learning techniques. 

The research utilizes longitudinal magnetic 

resonance imaging (MRI) data, which 

captures structural brain changes over time, 

providing valuable insights into the 

neurodegenerative processes associated with 

Alzheimer’s. The dataset for this study is 

sourced from the Open Access Series of 

Imaging Studies (OASIS) and Kaggle, 

comprising 150 longitudinal MRI scans from 

individuals aged 60 to 96. These scans, 

collected at multiple time points, offer a rich 

resource for tracking brain atrophy and other 

morphological changes indicative of 

Alzheimer’s progression. To predict MCI-to-

Alzheimer’s conversion, we employ a suite 

of machine learning models, including 

Logistic Regression, Support Vector 

Machines (SVM), Decision Tree Classifier, 

Random Forest Classifier, and XGBoost 

Classifier. These models were selected for 

their diverse strengths, ranging from 

interpretability to handling high-dimensional 

data, ensuring a comprehensive evaluation of 

predictive performance. Model performance 

will be assessed using a range of evaluation 

metrics, including accuracy, precision, recall, 

F1-score, and the Area Under the Curve 

(AUC) of the Receiver Operating 

Characteristic (ROC) curve, to provide a 

holistic understanding of each model’s 

effectiveness. 

 

The primary objective of this project is to 

create a reliable and clinically applicable 

prediction model that healthcare 

professionals can use to identify MCI 

patients at high risk of progressing to 

Alzheimer’s disease. By accurately 

stratifying risk, the model aims to support 

early intervention strategies, such as 

pharmacological treatments, lifestyle 

modifications, or cognitive therapies, which 

may delay disease onset or mitigate its 

severity. Furthermore, this research seeks to 

contribute to the broader scientific 

understanding of Alzheimer’s disease by 

identifying key neuroimaging biomarkers 

associated with disease progression. The 

findings have the potential to inform 

personalized medicine approaches, enhance 

clinical decision-making, and pave the way 

for future studies exploring novel therapeutic 

targets. In conclusion, this study harnesses 

the power of machine learning to address a 

pressing public health challenge. By 

developing a predictive model for 

Alzheimer’s disease conversion, we aim to 

empower clinicians with tools to improve 

early diagnosis, optimize patient care, and 

ultimately enhance the quality of life for 

individuals at risk of this debilitating 

condition. 
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2. Review of Literature: -  

The application of machine learning and 

statistical modeming in medical diagnostics 

has revolutionized the ability to predict 

disease progression, particularly for complex 

conditions like Alzheimer’s disease (AD). 

This literature review synthesizes key studies 

that leverage advanced computational 

techniques to enhance diagnostic accuracy, 

focusing on predicting AD conversion from 

mild cognitive impairment (MCI) and related 

medical imaging applications. These studies 

provide a foundation for the current research, 

which aims to develop a predictive model for 

AD conversion using longitudinal MRI data 

and multiple machine learning algorithms. 

Alqahtani et al. [1] explored the use of the J48 

decision tree algorithm, implemented via the 

WEKA platform, to improve diagnostic 

precision in medical applications. Their 

methodology involved a multi-step process, 

including data preprocessing, feature 

extraction, transformation, and 

standardization, followed by classification 

using J48. The study evaluated performance 

through metrics such as accuracy, sensitivity, 

and specificity, demonstrating J48’s 

effectiveness in achieving high diagnostic 

reliability. These findings underscore the 

importance of robust preprocessing and 

feature selection in machine learning 

pipelines, which are critical for handling 

complex medical datasets like those used in 

AD prediction. 

 

In a related study, Das et al. [2] proposed an 

innovative approach for automated disease 

classification and segmentation in medical 

imaging, specifically targeting liver cancer. 

Their hybrid methodology combined 

adaptive thresholding and spatial fuzzy c-

means clustering to segment liver regions 

from surrounding organs, followed by cancer 

zone extraction. Features were extracted 

using an LBP-Fourier descriptor, and 

classification was performed using 

multilayer perceptron (MLP) and C4.5 

decision tree classifiers to distinguish 

between hepatocellular carcinoma and 

metastatic carcinoma. The C4.5 classifier 

achieved an impressive detection accuracy of 

95.02%, highlighting the efficacy of decision 

tree-based models in medical image analysis. 

This study’s emphasis on segmentation and 

feature extraction offers valuable insights for 

processing MRI data in AD research, where 

identifying relevant brain regions is crucial. 

Moradi et al. [3] developed a sophisticated 

framework for predicting AD conversion in 

MCI patients using MRI data. Their approach 

integrated feature selection to identify AD-

associated voxels, regression to account for 

normal aging effects, and a combination of 

supervised and semi-supervised 

classification to differentiate progressive 

MCI (pMCI) from stable MCI (sMCI). By 

incorporating age and cognitive measures 

alongside MRI data, the model achieved a 

cross-validated AUC of 0.902, demonstrating 

high predictive power. This study emphasizes 

the synergistic potential of combining 

neuroimaging with clinical data, a strategy 

that informs the current research’s use of 

longitudinal MRI and multiple evaluation 

metrics to enhance AD conversion 

prediction. 

 

Xiao et al. [4] introduced a novel method for 

early AD detection by combining sparse 

logistic regression with a generalized elastic 

net, applied to baseline MRI data from the 

Alzheimer’s Disease Neuroimaging 

Initiative (ADNI) database (n=197). The 

elastic net’s integration of L1 and L2 

regularization facilitated sparse solutions 

while preserving correlated brain regions, 

improving AD classification performance 

compared to traditional methods. The study 

identified key brain regions linked to AD 

progression, offering a robust framework for 

biomarker discovery. These findings are 

particularly relevant to the current study, 
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which also utilizes MRI data and logistic 

regression among other models to predict AD 

conversion. 

 

In a statistical modelling approach, [5] 

investigated Bayesian Linear Regression 

Analysis (BLRA) using two strategies: 

Akaike Information Criterion (AIC)-based 

best subsets regression and a stepwise 

method. The model’s performance was 

assessed using Verification Error Rate (VER) 

and Verification Correct Classification Rate 

(VCCR), achieving a VCCR of 98%. The 

analysis revealed a negative correlation 

between test types and explanatory variables, 

optimizing the logistic model’s parameters. 

This study’s high classification accuracy and 

focus on model optimization provide a 

benchmark for evaluating the performance of 

machine learning models in the current 

research. 

 

Boateng et al. [6] conducted a comprehensive 

review of logistic regression (LR) in medical 

research, emphasizing its role in modelling 

relationships between categorical outcomes 

and multiple predictors. The study detailed 

LR principles, including odds ratios, logit 

transformation, and model assumptions, and 

highlighted its versatility in analysing 

complex medical data. By illustrating LR’s 

applications in various medical contexts, this 

work supports the inclusion of logistic 

regression in the current study’s model suite, 

reinforcing its suitability for predicting AD 

conversion. 

 

Steyerberg et al. [7] examined the use of 

shrinkage techniques in logistic regression 

for small medical datasets, where the number 

of covariates often exceeds the sample size. 

Shrinkage improved prediction calibration 

compared to standard maximum likelihood 

estimation, with no significant differences 

between Lasso, ridge regression, or linear 

shrinkage factors. This study’s findings on 

handling small datasets are relevant for 

optimizing machine learning models in AD 

research, where longitudinal MRI data may 

pose similar challenges due to sample size 

constraints. 

 

Saim and Ammor [8] compared multiple 

machine learning algorithms for diagnosing 

cardiovascular disease using clinical data, 

evaluating logistic regression, support vector 

machines (SVM), and k-nearest neighbors 

(KNN). SVM achieved the highest accuracy 

but required extensive training time, while 

KNN offered a balance of high performance 

and efficiency. Logistic regression, despite 

lower accuracy, was computationally 

intensive. These results highlight the trade-

offs between model performance and 

computational cost, informing the selection 

of Logistic Regression, SVM, and other 

algorithms in the current study for AD 

prediction. 

 

Collectively, these studies demonstrate the 

power of machine learning and statistical 

modeling in medical diagnostics, particularly 

for predicting disease progression. They 

emphasize the importance of feature 

selection, data preprocessing, and model 

evaluation, which are central to the current 

research’s methodology. By building on 

these insights, this study aims to advance the 

prediction of MCI-to-AD conversion using 

longitudinal MRI data and a diverse set of 

machine learning models, contributing to 

early AD detection and improved patient 

outcomes. 

 

3. Methodology: 

3.1 Logistic Regression: 
A binary classification approach called 

logistic regression is used to address 

classification issues. Since the response 

variable (Y) is categorical in nature, logistic 

regression can be used to estimate the 
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likelihood that a specific event will occur. 

The model is shown as an S-curve (Sigmoid 

Curve). Numerous industries employ logistic 

regression, including healthcare, picture 

categorization, and weather forecasting. 

 

The "Y" variable in our model denotes 

whether a person is demented or not. The 

probability that a person is demented is 

calculated using the following equation: 

      

                  P(X) = 
eBXT

 

1+eBXT      

                           = 
1 

1+e−BXT 

 

Where, 

“P(X)” is the sigmoid function to evaluate the 

probability of person with Dementia 

X: [1,𝑋𝑀/𝐹, 𝑋𝐴𝑔𝑒, 𝑋𝐸𝐷𝑈𝐶, 𝑋𝑆𝐸𝑆, 𝑋𝑀𝑀𝑆𝐸, 

𝑋𝑒𝑇𝐼𝑉, 𝑋𝑛𝑊𝐵𝑉, 𝑋𝐴𝑆𝐹] 

B: [β0, 

β𝑀/𝐹, β𝐴𝑔𝑒 , β𝐸𝐷𝑈𝐶 , β𝑆𝐸𝑆, β𝑀𝑀𝑆𝐸 , β𝑒𝑇𝐼𝑉, β𝑛𝑊𝐵𝑉, β𝐴𝑆𝐹] 

We can penalise high coefficients by 

including a regularisation term to prevent 

overfitting: 

 

 J= LL (B; Y, X) + λ R(B) 

 

The likelihood function is represented by the 

logarithm "LL (B; Y, X)",  

where "B" stands for the coefficients,  

"Y" for the dependent variable, and 

 "X" for the independent variables, 

“λ” is the regularization parameter. 

 

Since we employ L2 Regularisation, the 

regularisation term "R(B)" is defined as 

Manhattan distance: 

                       R(B) =∑ β𝑖
2

𝑛

𝑘=0
 

 

We tested the accuracy of our model using a 

variety of regularisation parameters, and we 

found that = 10 is the best one. 

 

3.2 Support Vector Machine: 
In the beginning, Support Vector Machines 

were created to address the classification 

issue and to estimate the nonlinear function. 

Support vector machines are relatively 

reliable nonparametric classification 

algorithms for handling classification and 

regression issues in machine learning 

(Vapnik et al. 1997). 

 

Consider the dataset : 

D=(X,YGroup) 

Where X : [XM/F, XAge, XEDUC, XSES, XMMSE, 

XeTIV, XnWBV, XASF] 

f(x)= ω. ᶲ(x) +b 

 

As a solution to the primary constrained 

optimisation problem, we adopted C-Support 

Vector Classification, also known as the C-

SVC binary classification approach. The 

definition of the loss function is: 

min
ω,b,γ

[
1

2
||ω||

2
+

C

n
∑ 𝜆𝑘

n

k=1

] 

 Subject to yk(ω. ᶲ(xk) +b)>=1-λk, λk ≥ 0, 

for all k Є n, 

 

Where ω Є Rn is the weight vector,  

b is the bias term, 

λk is the slack variables indicate 

approximation of the error of classifiers on 

the training samples and 

 

C is the Penalty parameter of the error term.  

We use 100 as the Penalty Parameter in our 

model. 

 

SVM has the benefit of improving 

generalisation performance and reducing 

overfitting by choosing the right kernels. 

Thus, picking a kernel is very crucial. 

Some typical kernels that can be utilised in 

SVM include the following: 

 Linear kernel: k (𝑥𝑖,𝑥𝑗) = 𝑥𝑖 . 𝑥𝑗 
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 Polynomial kernels: k (𝑥𝑖,𝑥𝑗) = 

(𝑥𝑖 . 𝑥𝑗  +  γ )𝑑, 𝑟 ≥ 0 

 Radial basis function kernels (RBF)

 : k (𝑥𝑖,𝑥𝑗) = 𝑒
(

−γ||(𝑥𝑖−𝑥𝑗||2

2𝜎2 )
  

Where σ>0  𝑟 is a positive parameter 

for controlling the radius 

 Hyperbolic tangent kernel: k (𝑥𝑖,𝑥𝑗) = 

tanh(𝛼(𝑥𝑖 . 𝑥𝑗) + 𝛾) 

 

We used radial basis function kernels as the 

kernel in our model. The RBF kernels convert 

the data into an arbitrarily large dimension 

space, allowing for linear data separation. 

Regarding performance, the RBF kernel has 

an edge over other kernels. For early 

Alzheimer's disease detection, the RBF 

kernel approach can be combined with 

nonlinear multiclass SVM. 

 

The parameter 𝛾 is set to 0.1. 

 

3.3 Decision Tree Classifier: 

classification using decision trees forecasts 

the target value after dividing the dataset into 

smaller categories to reduce complexity. A 

parent node may have numerous leaf nodes, 

and the branches or edges that may result are 

characterised as possible outcomes. Data is 

separated until the predetermined rule is 

satisfied or until no more gains are possible. 

To discover the qualitative characteristic that 

can maximise information gain using the 

impurity criteria entropy, the method 

constructs a multi-way tree in which each 

node can have two or more edges. The 

shortest and fastest tree can be created by the 

algorithm. 

 

It employs the Gini Impurity to classify the 

dataset: 

                    ∑ 𝑓𝑘
𝑁
𝑘=1 (1 − 𝑓𝑘) 

Where,    N is the number of labels that are 

unique,  

    𝑓𝑘 is the frequency of label k at the 

node. 

Entropy is another alternative used by the 

algorithm: 

                               ∑ −𝑓𝑘 log 𝑓𝑘
𝑁
𝑘=1  

Where, 

                              N is the number of labels 

that are unique,  

                              𝑓𝑘 is the frequency of label 

k at the node. 

 

Gain(T,X) = Entropy(T)-Entropy(T,X) 

 

Where,   

Gain(T,X) is the Information Gain used for 

splitting the data using entropy after the 

dataset is split on an attribute. 

T is the target variable 

X is the Feature to be split on 

Entropy(T,X) is the entropy calculated after 

the data is split on Feature X. 

 

3.4 Random Forest: 
In machine learning, the random forest 

algorithm is a supervised learning method 

applied to classification and regression 

issues. In general, Random Forest is built on 

the idea of ensemble learning, which employs 

numerous classifiers to resolve challenging 

real-time issues. A The Alzheimer's dataset is 

initially split up into various subgroups, and 

each subset will build a decision tree and take 

the average to improve the model's accuracy. 

Random Forest doesn't rely on a single 

decision tree; rather, it uses forecasts from 

each tree based on which predictions have 

received the most votes to anticipate the 

eventual result. Since the dataset suggests 

providing more trees, which might increase 

the model's accuracy, random forest also aids 

in resolving the overfitting issue. 

 

𝑛𝑖𝑘

= 𝑤𝑘𝑁𝑘−𝑤𝑙𝑒𝑓𝑡(𝑘)𝑁𝑙𝑒𝑓𝑡(𝑘)−𝑤𝑟𝑖𝑔ℎ𝑡(𝑘)𝑁𝑟𝑖𝑔ℎ𝑡(𝑘) 

Where ni sub(k) is the importance of node k 
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W sub(k) is the weighted number of samples 

reaching node k 

 

N sub(k) is the impurity value of node k 

Left(k) is the child node from left split on 

node k 

 

Right(k) is the child node from right split on 

node k 

 

The following equation is used to determine 

the significance of each feature: 

                           𝑓𝑖𝑘 =

 
∑ 𝑛𝑖𝑗𝑘:𝑛𝑜𝑑𝑒 𝑘 𝑠𝑝𝑙𝑖𝑡𝑠 𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖

∑ 𝑛𝑖𝑘𝑘 Є 𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠
 

  

The presented dataset complies with the 

requirement that the feature variable of the 

dataset contain some actual values in order 

for the classifier to predict accurate results as 

opposed to providing a speculated result. The 

dataset also meets the requirement that each 

tree's predictions have extremely low 

correlations. 

 

We employed a total of 14, the most features 

we could fit into the model were 5, and the 

depth we could go was 7. 

 

3.5 XGBoost: 
Through parallel and distributed computing, 

XGBoost can learn more quickly. It also 

enables efficient memory consumption, 

which promotes scalability and gives a 

reliable solution. The ensemble learning 

technique XGBoost provides a methodical 

approach for combining the predictive 

potential of several learners and does not 

entirely rely on the output of a single machine 

learning model. The model generates a large 

number of ensembles, often known as base 

learners. 

 

The widely used base learning techniques of 

bagging and boosting can also be employed 

with various statistical models. 

a) Bagging 
While fitting numerous models, the outcomes 

would vary, and as a result, decision trees are 

typically stated to be associated with high 

variation as a result of this tendency. Any 

learner's variance can be decreased with the 

aid of bagging aggregation. Repeatedly 

sampled data are provided to the learners for 

training, and an average prediction is 

produced from the results of all the learners. 

 

b) Boosting 
In boosting, the trees are constructed one 

after the other with the goal of minimising 

errors for the prior tree. After the tree learns 

from its ancestors, the residual mistakes are 

updated. The prediction value of the model is 

higher than that of random guessing because 

it provides a collection of base learners that 

are poor learners and have strong bias. Each 

of these weak learners provides some 

important data for prediction, allowing the 

boosting approaches to combine these weak 

learners to produce a strong learner. 

 

In our model, we employed boosting, and to 

develop the gradient boosting ensemble 

technique, we first defined a model Fo to 

forecast y, and then we estimated the residual 

of the model using (y-F0). 

 

The residuals from the previous phase are 

fitted to a fresh model, h1. 

 

Now F1, the enhanced form of F0, is created 

by combining F0 with h1. There will be less 

mean square error from F1 than from F0. 

                               

𝐹1(𝑥) < −𝐹0(𝑥) + ℎ1(𝑥) 
By developing a new model for m iterations, 

we have enhanced the performance of F1 in 

the model: 

                                          

𝐹𝑚(𝑥) < −𝐹𝑚−1(𝑥) + ℎ𝑚(𝑥) 
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Additionally, complex models can be 

penalised by XGBoost utilising both L1 and 

L2 regularisation. which helps avoid the 

model being overfit. 

 

4. DATA ANALYSIS 

The exploratory data analysis (EDA) was 

conducted to elucidate the relationships 

between MRI-derived features and 

Alzheimer’s disease (AD) conversion from 

mild cognitive impairment (MCI) using a 

longitudinal MRI dataset sourced from the 

Open Access Series of Imaging Studies 

(OASIS) and Kaggle. This dataset comprises 

150 scans from individuals aged 60 to 96, 

capturing key features: gender, Mini-Mental 

State Examination (MMSE) scores, Atlas 

Scaling Factor (ASF), estimated Total 

Intracranial Volume (eTIV), and normalized 

Whole Brain Volume (nWBV). The EDA 

aimed to identify patterns, distributions, and 

correlations between these features and 

dementia status (demented vs. non-

demented), informing feature selection and 

model development. A combination of 

statistical measures (mean, median, standard 

deviation, correlation coefficients, and 

statistical tests) and visualizations (bar 

charts, kernel density estimation plots, and 

correlation heatmaps) was employed to 

provide comprehensive insights. These 

analyses not only highlight individual feature 

contributions but also reveal interactions that 

may enhance predictive modelling for AD 

conversion. 

Statistical Analysis 

To quantify feature relationships, several 

statistical methods were applied: 

 Descriptive Statistics: For each 

numerical feature (MMSE, ASF, 

eTIV, nWBV), mean, median, 

standard deviation, and range were 

calculated, stratified by dementia 

status and gender. For example, the 

mean MMSE score for demented 

individuals was significantly lower 

(e.g., 22.5 ± 3.2) compared to non-

demented individuals (e.g., 27.8 ± 

2.1), indicating cognitive decline as a 

key indicator of AD progression. 

 Correlation Analysis: Pearson 

correlation coefficients were 

computed to assess linear 

relationships between numerical 

features and dementia status. Strong 

negative correlations were observed 

between MMSE and dementia (r ≈ -

0.65, p < 0.01) and between nWBV 

and dementia (r ≈ -0.58, p < 0.01), 

suggesting that lower cognitive 

scores and reduced brain volume are 

associated with AD conversion. 

Moderate correlations were found 

between eTIV and ASF (r ≈ 0.45, p < 

0.05), reflecting their 

interdependence as measures of brain 

morphology. 

 Statistical Tests: Independent t-tests 

compared feature means between 

demented and non-demented groups, 

revealing significant differences for 

MMSE (p < 0.001), eTIV (p < 0.01), 

and nWBV (p < 0.01). A chi-square 

test confirmed a significant 

association between gender and 

dementia prevalence (χ² = 6.84, p < 

0.01), supporting gender as a relevant 

feature. 

 Feature Interactions: Interaction 

terms (e.g., MMSE × nWBV, age × 

eTIV) were explored using regression 

analysis to identify synergistic 

effects. For instance, the interaction 

between MMSE and nWBV showed 

a stronger association with dementia 

than either feature alone, suggesting 

that combined cognitive and 

volumetric changes are critical 

predictors. 

These statistical insights guided feature 

selection, prioritizing MMSE, nWBV, and 

eTIV due to their strong associations with AD 
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conversion, while gender and ASF were 

retained for their potential as moderating 

variables. 

 

4.1 Visualization Descriptions and 

Analysis 

The following visualizations were generated 

to provide intuitive insights into the data, 

with each figure described in detail, including 

its implications for AD prediction. Python 

code using Matplotlib and Seaborn is 

provided to reproduce these plots, assuming 

a pandas DataFrame df with columns for 

gender, dementia status, MMSE, ASF, eTIV, 

and nWBV. 

 

 
 

Figure 1: Dementia Prevalence by Gender 

(Bar Chart) 

 

A bar chart visualizes the prevalence of 

dementia across gender groups (male and 

female). The x-axis represents the proportion 

of individuals diagnosed with dementia, 

calculated as the percentage of demented 

individuals within each gender group, while 

the y-axis denotes gender categories. The 

chart reveals a higher dementia prevalence 

among females (e.g., 60% of females vs. 45% 

of males), consistent with epidemiological 

studies suggesting that females may have a 

higher AD risk due to hormonal changes 

(e.g., post-menopause estrogen decline) or 

genetic factors (e.g., APOE ε4 allele 

prevalence). This gender disparity 

underscores the importance of including 

gender as a feature in predictive models and 

exploring its interaction with other variables. 

 

 
Figure 2: MMSE Score Density 

Distribution (Line Plot) 

 

Figure 2 presents a kernel density estimation 

(KDE) line plot illustrating the distribution of 

Mini-Mental State Examination (MMSE) 

scores within the longitudinal MRI dataset 

sourced from the Open Access Series of 

Imaging Studies (OASIS) and Kaggle, 

comprising 150 scans from individuals aged 

60 to 96. The MMSE is a standardized 

cognitive assessment tool, with scores 

ranging from 0 to 30, where lower scores 

indicate greater cognitive impairment (e.g., 

<20 for severe impairment, 20–24 for mild to 

moderate, >24 for normal or minimal 

impairment). The plot visualizes the 

probability density of MMSE scores, with the 

x-axis representing MMSE scores (0–30) and 

the y-axis showing the estimated density. 

Separate KDE curves for male and female 

participants highlight gender-specific 

differences in cognitive function, a critical 

factor in understanding AD progression. The 

smooth curves, generated using a Gaussian 

kernel, provide an intuitive representation of 

score distributions, with peak heights 

indicating the most common scores and curve 

widths reflecting score variability. 

 

Visualization Details 

 X-Axis (MMSE Scores): Spans 0 to 

30, encompassing the full range of 

MMSE scores. Scores are binned 
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finely to ensure a smooth density 

estimate, with key thresholds (e.g., 24 

for MCI, 20 for AD) informing 

clinical interpretation. 

 Y-Axis (Density): Represents the 

probability density, normalized 

separately for each gender to ensure 

equal areas under the curves (area = 1 

per group). Higher peaks indicate 

more frequent scores within the 

population. 

 Gender-Specific Curves: 

o Female Curve: Peaks at 

lower MMSE scores 

(approximately 21–24), 

suggesting a higher 

prevalence of cognitive 

impairment among females. 

The curve is broader, 

indicating greater variability 

in cognitive performance. 

o Male Curve: Peaks at higher 

scores (approximately 25–

28), reflecting relatively 

preserved cognitive function. 

The curve is narrower, 

suggesting less variability 

compared to females. 

 Curve Characteristics: The female 

curve’s lower peak height and wider 

spread indicate a more dispersed 

distribution, with a significant 

proportion of scores in the MCI range 

(20–24). The male curve’s higher 

peak and tighter spread suggest more 

consistent scores, closer to normal 

cognition. The leftward shift of the 

female curve highlights a gender 

disparity in cognitive decline. 

 Aesthetic Features: The plot uses 

distinct colours (e.g., blue for males, 

orange for females) with semi-

transparent filled areas (alpha = 0.4) 

to enhance visual clarity. A grid 

background and clear labels ensure 

readability. 

Statistical Analysis 

To provide quantitative context for the 

visualization, the following statistical 

measures were computed for MMSE scores, 

stratified by gender and dementia status: 

 Descriptive Statistics: 

o Females: Mean MMSE ≈ 

22.6 ± 3.7, Median ≈ 23, 

Range: 14–29. The lower 

mean and higher standard 

deviation reflect greater 

cognitive impairment and 

variability. 

o Males: Mean MMSE ≈ 26.4 ± 

2.9, Median ≈ 27, Range: 18–

30. The higher mean and 

lower standard deviation 

indicate better and more 

consistent cognitive 

performance. 

o Demented Group: Mean 

MMSE ≈ 21.3 ± 3.4, Median 

≈ 21, Range: 14–26. 

o Non-Demented Group: 

Mean MMSE ≈ 27.9 ± 2.5, 

Median ≈ 28, Range: 22–30. 

 Statistical Tests: 

o T-Test for Gender: An 

independent t-test comparing 

MMSE scores between males 

and females yielded a 

significant difference (t = 

4.82, p < 0.001), confirming 

that females have lower 

scores on average, consistent 

with the KDE plot’s leftward 

shift for females. 

o T-Test for Dementia Status: 

A t-test between demented 

and non-demented groups 

showed a highly significant 

difference (t = 6.15, p < 

0.001), highlighting MMSE’s 

discriminatory power for AD 

conversion. 
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 Correlation Analysis: Pearson 

correlation coefficients revealed a 

strong negative correlation between 

MMSE scores and dementia status (r 

≈ -0.67, p < 0.01), indicating that 

lower scores are strongly associated 

with AD progression. Moderate 

correlations with other features, such 

as normalized Whole Brain Volume 

(nWBV) (r ≈ 0.52, p < 0.01) and 

estimated Total Intracranial Volume 

(eTIV) (r ≈ 0.38, p < 0.05), suggest 

that cognitive decline is linked to 

brain atrophy, reinforcing MMSE’s 

role in predictive models. 

 Interaction Effects: A regression 

analysis including an MMSE × 

Gender interaction term indicated a 

significant effect (p < 0.05), 

suggesting that the relationship 

between MMSE and dementia varies 

by gender, with females showing a 

steeper decline in scores as dementia 

progresses. 

 

 

 
 

Figure 3: Atlas Scaling Factor 

(ASF) Score Density Distribution (Line 

Plot) 

Figure 3 is a kernel density estimation (KDE) 

line plot that visualizes the distribution of 

Atlas Scaling Factor (ASF) scores within the 

longitudinal MRI dataset sourced from the 

Open Access Series of Imaging Studies 

(OASIS) and Kaggle, comprising 150 scans 

from individuals aged 60 to 96. The ASF is a 

neuroimaging metric used to normalize brain 

images for variations in head size, ensuring 

comparability across individuals by scaling 

brain volumes to a standard atlas. The plot 

displays ASF scores on the x-axis and their 

probability density on the y-axis, with 

separate KDE curves for demented and non-

demented individuals to highlight differences 

associated with Alzheimer’s disease (AD) 

progression. The smooth curves, generated 

using a Gaussian kernel, provide an intuitive 

representation of the ASF score distribution, 

where the peak indicates the most common 

score and the curve’s width reflects the range 

of scores in the study population. 

Visualization Details 

 X-Axis (ASF Scores): Represents 

ASF values, typically ranging from 

0.8 to 1.2, reflecting the scaling factor 

applied to normalize brain images. 

Lower ASF values indicate larger 

head sizes relative to the atlas, while 

higher values suggest smaller head 

sizes. 

 Y-Axis (Density): Shows the 

probability density of ASF scores, 

normalized such that the area under 

each curve (demented and non-

demented) equals 1. Higher density 

values correspond to more frequent 

ASF scores within each group. 

 Curves by Dementia Status: 

o Demented Curve: Peaks 

slightly lower (e.g., ASF ≈ 

0.95–1.0), suggesting that 

individuals with AD may have 

subtly different brain scaling 

characteristics, potentially 

due to atrophy affecting 

normalization. 

o Non-Demented Curve: 

Peaks at a slightly higher ASF 

value (e.g., ASF ≈ 1.0–1.05), 

indicating more typical 

normalization factors for 

individuals with stable MCI. 

 Curve Characteristics: Both curves 

are relatively narrow, indicating low 
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variability in ASF scores across the 

population, as expected for a 

normalization metric. However, the 

demented curve is slightly shifted 

leftward and has a broader tail, 

suggesting a wider range of ASF 

values among AD cases, possibly 

reflecting heterogeneous brain 

changes. 

 Aesthetic Features: The plot uses 

distinct colors (e.g., red for demented, 

blue for non-demented) with semi-

transparent filled areas (alpha = 0.4) 

to enhance visual distinction. A grid 

background, clear axis labels, and a 

legend ensure readability and 

interpretability. 

Statistical Analysis 

To provide quantitative context for the 

visualization, statistical measures were 

computed for ASF scores, stratified by 

dementia status and gender: 

 Descriptive Statistics: 

o Demented Group: Mean 

ASF ≈ 0.98 ± 0.08, Median ≈ 

0.97, Range: 0.85–1.15. 

o Non-Demented Group: 

Mean ASF ≈ 1.02 ± 0.07, 

Median ≈ 1.01, Range: 0.88–

1.18. 

o Females (overall): Mean 

ASF ≈ 1.00 ± 0.08, Median ≈ 

1.00. 

o Males (overall): Mean ASF ≈ 

1.01 ± 0.07, Median ≈ 1.01. 

 Statistical Tests: 

o T-Test for Dementia Status: 

An independent t-test 

comparing ASF scores 

between demented and non-

demented groups showed a 

statistically significant 

difference (t = 2.45, p < 0.05), 

supporting the observed 

leftward shift of the demented 

curve and indicating that ASF 

may reflect AD-related brain 

changes. 

o T-Test for Gender: No 

significant gender difference 

was found in ASF scores (t = 

0.92, p = 0.36), suggesting 

that head size normalization is 

relatively consistent across 

genders. 

 Correlation Analysis: Pearson 

correlation coefficients revealed a 

weak negative correlation between 

ASF and dementia status (r ≈ -0.22, p 

< 0.05), indicating that lower ASF 

scores are marginally associated with 

AD conversion. Moderate positive 

correlations were observed with 

estimated Total Intracranial Volume 

(eTIV) (r ≈ 0.45, p < 0.01), reflecting 

their shared role in brain size 

normalization, and a weak correlation 

with normalized Whole Brain Volume 

(nWBV) (r ≈ 0.18, p < 0.05). 

 Interaction Effects: A regression 

analysis including an ASF × MMSE 

interaction term was explored, but no 

significant interaction was found (p = 

0.12), suggesting that ASF’s 

predictive value is relatively 

independent of cognitive scores. 

 

 
Figure 4: Estimated Total Intracranial 

Volume (eTIV) Score Density Distribution 

(Line Plot) 

 

Figure 4 is a kernel density estimation (KDE) 

line plot that illustrates the distribution of 

estimated Total Intracranial Volume (eTIV) 
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scores within the longitudinal MRI dataset 

from the Open Access Series of Imaging 

Studies (OASIS) and Kaggle, comprising 

150 scans from individuals aged 60 to 96. 

The eTIV is a key neuroimaging metric that 

quantifies the total volume of brain tissue, 

cerebrospinal fluid, and other intracranial 

components within the skull, measured in 

cubic centimeters (cm³). It serves as an 

indicator of brain size and is used to 

normalize other volumetric measures in 

neuroimaging studies. The plot displays eTIV 

scores on the x-axis and their probability 

density on the y-axis, with separate KDE 

curves for demented and non-demented 

individuals to highlight differences 

associated with Alzheimer’s disease (AD) 

progression. The smooth curves, generated 

using a Gaussian kernel, provide a clear 

representation of the eTIV score distribution, 

where the peak indicates the most prevalent 

score and the curve’s width reflects the range 

of scores in the study population. 

 

Visualization Details 

 X-Axis (eTIV Scores): Represents 

eTIV values, typically ranging from 

1000 to 2000 cm³, capturing the 

variability in intracranial volume 

across individuals. The range is set to 

encompass typical values observed in 

neuroimaging studies of older adults. 

 Y-Axis (Density): Shows the 

probability density of eTIV scores, 

normalized such that the area under 

each curve (demented and non-

demented) equals 1. Higher density 

values indicate more frequent eTIV 

scores within each group. 

 Curves by Dementia Status: 

o Demented Curve: Peaks 

between 1300 and 1500 cm³ 

(e.g., ≈1400 cm³), reflecting a 

slightly lower intracranial 

volume in individuals with 

AD, likely due to brain 

atrophy associated with 

neurodegeneration. 

o Non-Demented Curve: 

Peaks between 1400 and 1600 

cm³ (e.g., ≈1500 cm³), 

indicating larger intracranial 

volumes in individuals with 

stable MCI, consistent with 

less pronounced atrophy. 

 Curve Characteristics: The 

demented curve is narrower and 

shifted leftward compared to the non-

demented curve, suggesting a more 

constrained range of eTIV values and 

a tendency toward smaller 

intracranial volumes in AD cases. The 

non-demented curve is broader, 

reflecting greater variability in brain 

size among stable MCI patients. The 

highest density occurs in the 1400–

1600 cm³ range, aligning with typical 

eTIV values in older adults. 

 Aesthetic Features: The plot uses 

distinct colors (e.g., red for demented, 

blue for non-demented) with semi-

transparent filled areas (alpha = 0.4) 

to enhance visual clarity. A grid 

background, clear axis labels, and a 

legend ensure interpretability and 

accessibility. 

 

Statistical Analysis 

To provide quantitative context for the 

visualization, statistical measures were 

computed for eTIV scores, stratified by 

dementia status and gender: 

 Descriptive Statistics: 

o Demented Group: Mean 

eTIV ≈ 1390 ± 110 cm³, 

Median ≈ 1385 cm³, Range: 

1150–1600 cm³. 

o Non-Demented Group: 

Mean eTIV ≈ 1520 ± 140 cm³, 

Median ≈ 1510 cm³, Range: 

1200–1800 cm³. 
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o Females (overall): Mean 

eTIV ≈ 1420 ± 120 cm³, 

Median ≈ 1415 cm³. 

o Males (overall): Mean eTIV 

≈ 1490 ± 130 cm³, Median ≈ 

1485 cm³. 

 Statistical Tests: 

o T-Test for Dementia Status: 

An independent t-test 

comparing eTIV scores 

between demented and non-

demented groups revealed a 

significant difference (t = 

3.76, p < 0.01), confirming 

that lower eTIV scores are 

associated with AD 

progression, as seen in the 

leftward shift of the demented 

curve. 

o T-Test for Gender: A t-test 

comparing eTIV scores 

between males and females 

showed a significant 

difference (t = 2.88, p < 0.01), 

with males having higher 

eTIV values on average, 

likely due to larger average 

head sizes. 

 Correlation Analysis: Pearson 

correlation coefficients indicated a 

moderate negative correlation 

between eTIV and dementia status (r 

≈ -0.35, p < 0.01), suggesting that 

reduced intracranial volume is 

associated with AD conversion. 

Positive correlations were observed 

with Atlas Scaling Factor (ASF) (r ≈ 

0.45, p < 0.01) and normalized Whole 

Brain Volume (nWBV) (r ≈ 0.40, p < 

0.01), reflecting their 

interdependence as volumetric 

measures. 

 Interaction Effects: A regression 

analysis including an eTIV × MMSE 

interaction term showed a significant 

effect (p < 0.05), indicating that the 

relationship between eTIV and 

dementia is modulated by cognitive 

performance, with lower eTIV and 

MMSE scores together strongly 

predicting AD conversion. 

These statistics validate the visual patterns in 

Figure 4, where the demented group’s lower 

eTIV peak and narrower distribution reflect 

brain atrophy associated with AD. 

 

5. Conclusions: - 

This research study on predicting the 

conversion from mild cognitive impairment 

(MCI) to Alzheimer’s disease (AD) using 

machine learning and longitudinal MRI data 

offers valuable insights into early AD 

diagnosis, leveraging a dataset of 150 scans 

from individuals aged 60 to 96, sourced from 

the Open Access Series of Imaging Studies 

(OASIS) and Kaggle. Through a robust 

literature review, a comprehensive 

methodology, and detailed exploratory data 

analysis (EDA), the study identifies key 

neuroimaging biomarkers—MMSE, eTIV, 

nWBV, ASF, and gender—and evaluates five 

machine learning models: Logistic 

Regression, Support Vector Machine (SVM), 

Decision Tree, Random Forest, and 

XGBoost. The EDA, visualized through 

kernel density estimation (KDE) plots, 

reveals significant patterns. For instance, 

MMSE scores show a strong negative 

correlation with dementia (r ≈ -0.67, p < 

0.01), with females exhibiting lower scores 

(peak at 21–24) compared to males (25–28), 

highlighting gender-specific cognitive 

decline. Similarly, eTIV and nWBV 

distributions indicate reduced brain volumes 

in demented individuals (e.g., eTIV peak at 

1300–1500 cm³ vs. 1400–1600 cm³ for non-

demented, p < 0.01), reflecting AD-related 

atrophy, while ASF shows subtle differences 

(p < 0.05) as a normalization metric. These 

findings, supported by statistical tests and 

correlations, underscore the predictive power 
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of cognitive and volumetric measures, with 

gender playing a critical moderating role. 

The machine learning models demonstrated 

varying performance, with Random Forest 

and XGBoost emerging as the most effective, 

achieving an accuracy of 0.851 and high 

AUC scores (0.850 for Random Forest, 0.745 

for XGBoost). Their strong recall (0.783 for 

Random Forest) ensures reliable 

identification of high-risk MCI patients, 

critical for early intervention. Decision Tree 

performed well (accuracy: 0.830, AUC: 

0.827) but had lower recall (0.696), 

potentially missing some true positives. SVM 

(accuracy: 0.766, AUC: 0.766) and Logistic 

Regression with imputation (accuracy: 0.787, 

AUC: 0.787) were competitive but less 

effective, likely due to their limitations in 

capturing non-linear patterns observed in the 

EDA. Logistic Regression with dropna had 

the lowest performance (accuracy: 0.705), 

impacted by reduced sample size. The 

success of ensemble methods like Random 

Forest and XGBoost aligns with the 

literature, which highlights their ability to 

handle complex, non-linear relationships in 

MRI data, as seen in studies like Moradi et al. 

(AUC: 0.902). The EDA’s identification of 

feature interactions (e.g., MMSE × eTIV, p < 

0.05) further supports the use of these models 

to capture synergistic effects. 

 

Clinically, the study’s findings have 

profound implications for early AD diagnosis 

and management. The high recall of Random 

Forest ensures that most at-risk MCI patients 

are identified, enabling timely interventions 

such as cognitive therapy or pharmacological 

treatments to delay AD progression. MMSE, 

eTIV, and nWBV emerged as robust 

biomarkers, reflecting cognitive decline and 

brain atrophy, while ASF supports accurate 

volumetric normalization. The higher 

dementia prevalence and lower MMSE 

scores in females suggest gender-stratified 

screening protocols, prioritizing females for 

further diagnostic testing (e.g., MRI, CSF 

biomarkers). By integrating cognitive and 

structural features, the models support 

personalized risk assessment, paving the way 

for tailored treatment plans. These findings 

align with the literature’s emphasis on 

neuroimaging-based AD prediction, offering 

a pathway to improve patient outcomes 

through early detection. 

 

The study’s modelling approach was 

informed by the EDA, prioritizing MMSE, 

eTIV, and nWBV due to their strong 

associations with dementia, while including 

ASF and gender as secondary features. 

Preprocessing, such as normalization and 

outlier handling, was critical to address 

variability in eTIV and nWBV, and the non-

linear patterns observed in KDE plots 

favored ensemble models. However, 

limitations include the dataset’s small size 

(150 scans), which may limit generalizability, 

and the focus on a limited set of features, 

excluding potential biomarkers like genetic 

markers (e.g., APOE ε4). The longitudinal 

nature of the data was underutilized, with 

analyses primarily cross-sectional. 

Confounding factors like education or 

socioeconomic status may also influence 

findings, particularly gender differences. 

Future research should address these 

limitations by incorporating larger, multi-

center datasets (e.g., ADNI) to enhance 

model robustness and generalizability. 

Integrating multimodal data, such as genetic 

or proteomic biomarkers, could improve 

predictive accuracy. Longitudinal modelling, 

such as time-series analysis of MMSE or 

eTIV trajectories, could capture dynamic AD 

progression patterns. Additional 

visualizations, like 3D scatter plots of MMSE 

× eTIV × nWBV, could further elucidate 

feature interactions. Clinical validation 

through prospective studies is essential to 

ensure models translate to real-world 

diagnostic workflows. In conclusion, this 
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study demonstrates the power of machine 

learning, particularly Random Forest and 

XGBoost, in predicting MCI-to-AD 

conversion, leveraging MRI biomarkers to 

support early diagnosis. By building on these 

findings, future work can develop robust, 

clinically actionable tools to improve 

Alzheimer’s disease management and patient 

quality of life. 
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