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Abstract ---There are  a lot of people who have many disabilities in our world out of which,people who 

are deaf and dumb cannot convey there messages to the normal people. Conversation becomes very 

difficult for this people. Deaf people cannot understand and hear what normal people is going to convey 

,similarly dumb people need to convey their message using sign languages where normal people cannot 

understand unless he/she knows or understands the sign language. This brings to a need of an application 

which can be useful for having conversation between deaf,dumb and normal people. Here we are using 

hand gestures of Indian sign language (ISL) which contain all the alphabets and 0-9 digit gestures. The 

dataset of alphabets and digits is created by us.After dataset building we extracted the features using bag-

of-words and image preprocessing.With the feature extraction, histograms are been generated which maps 

alphabets to images. Finally, these features are fed to the supervised machine learning model to predict 

the gesture/sign. We did also use CNN model for training the model.  

Keywords ---- Gestures, Image Processing, Bag of words, Clustering, Classification, Convolutional 

neural network. 
 

I. INTRODUCTION 

Gestures are used for conversation between deaf 

,dumb and normal person. Communication is the 

very important in order to convey any kind of 

information,messages with good understanding. 

It really becomes very difficult for disabled 

people like dead and dumb to convey their 

messages. They Take help from sign languages 

to convey their messages. But normal people 

cannot understand the sign language. Deaf and 

dumb take help of sign language to convey 

messages. There are many sign languages in the 

world, every country has their own sign 

language.  

 

The Main Goal of our project is to fill the bridge 

between deaf ,dumb and normal people with 

using Indian sign language . We are using only  

 

alphabets and digits in our project but can be 

easily extended to words and sentences very 

easily and help the deaf-dumb community. 

 

1.1 Objectives 

 
● To make communication easy between 

normal and disabled person. 

 

● Education can be made easier using this 

application or conversation engine. 

 

● This engine or application takes the 

gestures (live feed) as input and outputs 

result on the screen along with the 

speech which makes much more 

understandable. 
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● This is a much cheaper and easier 

solution to serve the community. 

 

I. LITERATURE SURVEY 

 
There are many proposed systems thats been 

proposed prior. 

There are many papers which has the same idea 

and did implement in many different ways with 

different techniques 

There is a technique which is been mentioned in 

paper [7]. In this paper the took images using 

MATLAB. They used Indian sign language for 

classification. It has been compared and 

analysed by using SIFT features using SIFT 

algorithm, keypoint localization and keypoint 

descriptor. After SIFT algorithm, we’ll get 

keypoints which symbolizes or represents a sign. 

 

Many other methods have been used prior. 

Many machine learning algorithms have been 

used upon the keypoints which are mapped by 

SIFT. features of the sign language are been 

extracted and these features are used to train the 

machine learning model with many 

classification  algorithms. 

 

Lots of techniques are also been introduced in 

paper [8]. They used gloves over here. In order 

to get signal of the hand they used many 

calculations and techniques. Movements or hand 

guestures are tracked or recorded well. Basically 

this is the Glove based approach. 

 

Another techniques which are been used are 

dataset collection by capturing and saving the 

images in the folder and next using basic CNN 

architecture to train the model and use openCV 

to provide live feed and could capture the 

gestures in real time. 

 

I. PROPOSED SYSTEM 

 
We did use classification machine learning and 

also CNN model for gesture recognition. Our 

proposed system has many steps involved which 

are Dataset building / images collection, 

Preprocessing of image which includes 

segmentation, feature extraction and 

classification using Support vector machines 

(SVM) and CNN model which is shown in 

figure 1. 

 

Dataset Collection 
There’s a lot of research in this field so there are 

very less datasets available for training the 

model. We did got Indian sign language dataset 

but then they are all not that good, so we built 

our own dataset. Our dataset has total of 35 

classes. Each of 1200 images. All of these 

images are captured using webcam and we 

removed background noise by captured each 

image with black background. 

 

 

 
                Fig 1 : Overview 

 

Image Preprocessing  
Here all the images are preprocessed so as to 

make this used for feature extraction. In this we 

do image segmentation and edge detection. 

We’ll use skin masking techniques to segment 
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the images an later use canny edge detection for 

detecting the edges.  

 

Fig2: Image Preprcessing

 
 

Feature Extraction 
In this step , we’ll perform image feature 

detection, clustering and generate code book 

using bag of words model. Initially we’ll be 

using SURF novel technique for feature 

extraction.  

          Next we’ll cluster or divide  all these 

SURF features in order to make or create a 

visual vocabulary which is useful. For clustering 

we will be using K-means clustering. It clusters 

similar features into a bag. Using this, for every 

word , we can predict visual words then. 

         Next histograms are been calculated using 

visual words which are been predicted. This is 

calculated by taking the frequency or count of 

every word that belongs to a  certain image. 

 

 
 

Fig 3: SURF points  for an image 

 

 
 

Fig 4 : BOW visual words. 

 

Histograms generation for each image and use of 

K-means for clustering. 

 

Classification 
Once all the histograms are created,then we’ll 
have to use a model for training a model. We are 

using Support Vector Machines (SVM) and 

CNN model for training a model. 
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CNN model : 

 

 

 
 

Fig 5: CNN architecture 

 

II. RESULTS 

 
1) SVM 

 

Using SVM and bag of words model we got 

99% accuracy. 

 

Accuracy : 99% 

Precision : 99% 

F1 score : 99% 

Recall : 99% 

 

Fig 6: SVM performance metrics 

 

Fig 7: Confusion Matrix 

2) CNN 

 

Accuracy : 75-80% 

We got this accuracy after performing upto 150 

epochs. 

 

 

          Fig 8 : epochs vs accuracy  
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                V.  FUTURE WORK  

 

Basically we did use a ML approach having bag 

of words. And also basic CNN model and 

achieved a stable accuracy, but we are thinking 

of using a complex and better CNN architecture 

so that the accuracy can be in 99%. And we ‘ll 
also include speech as output and build a better 

UI which can be used in real time and also can 

be improved for words and even sentences 

                 VI.  CONCLUSION 

In This Paper , we did use a bag of words model 

and classification technique support vector 

machine and also basic CNN model also. This 

can be used in real time for disabled persons to 

communicate effectively with the normal people 

and vise versa. 
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